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## Chapter 1

## Introduction

Let $G$ be an additive abelian group, $A$ and $B$ nonempty subsets of $G$, and $x \in G$. Then the sumset $A+B$ and the translation $x+A$ are defined by

$$
A+B=\{a+b \mid a \in A \text { and } b \in B\} \text { and } x+A=A+x=\{a+x \mid a \in A\} .
$$

Additive number theory and the study of sumsets have a long history dating back at least to Lagrange in 1770 who proved that every natural number can be written as a sum of four squares of integers. Cauchy in 1813 gave a lower bound for the cardinality of the sumset $A+B$ where $A$ and $B$ are nonempty subsets of $\mathbb{Z} / p \mathbb{Z}$. Davenport [3] rediscovered Cauchy's result in 1935 and the results is now known as the Cauchy-Davenport theorem. Several other results on sumsets and in additive number theory have been obtained by various mathematicians, and we refer the reader to the books by Freiman [8], Halberstam and Roth [10], Nathanson [18], Tao and Vu [40], and Vaughan [42] for additional details and references.

On the other hand, Wythoff sequences arise very often in combinatorics and combinatorial game theory, and so many of their combinatorial properties have been extensively studied; see for example in the work of Fraenkel $[4,5,6,7]$, Kimberling [14, 15], Pitman [24], Wythoff [43], and in the online encyclopedia OEIS [39]. However, as far as we are aware, there are no number theoretic results, at least in the spirit of this thesis, concerning the sumsets associated
with Wythoff sequences. This motivates us to investigate more on this topic. Note that Pitman's article [24] is closely related to ours but it focuses only on the cardinality of sumsets of certain finite Beatty sequences in connection with Sturmian words and the nearest integer algorithm.

Before proceeding further, let us introduce the notation which will be used throughout this thesis as follows: $x$ is a real number, $a, b, m, n$ are integers, $\alpha=(1+\sqrt{5}) / 2$ is the golden ratio, $\beta=(1-\sqrt{5}) / 2,\lfloor x\rfloor$ is the largest integer less than or equal to $x,\{x\}=x-\lfloor x\rfloor$,

$$
\begin{equation*}
B(x)=\{\lfloor n x\rfloor \mid n \in \mathbb{N}\} \quad \text { and } \quad B_{0}(x)=\{\lfloor n x\rfloor \mid n \in \mathbb{N} \cup\{0\}\} \tag{1.1}
\end{equation*}
$$

The set $B(x)$ is usually considered as a sequence $(\lfloor n x\rfloor)_{n \geq 1}$ and is called a Beatty sequence. The sets $B(\alpha)$ and $B\left(\alpha^{2}\right)$ are also called lower and upper Wythoff sequences, respectively; छut for our purpose, it is more convenient to consider them as sets. In addition, if $P$ is a mathematical statement, then the Iverson notation $[P]$ is defined by


Recall that a generalized Fibonacci sequence $\left(f_{n}\right)_{n \geq 0}$ is defined by $f_{n}=$ $f_{n-1}+f_{n-2}$ for $n \geq 2$ where $f_{0}$ and $f_{1}$ are arbitrary integers. If $f_{0}=0$ and $f_{1}=$ 1, then $\left(f_{n}\right)_{n \geq 0}=\left(F_{n}\right)_{n \geq 0}$ is the classical Fibonacci sequence, and if $f_{0}=2$ and $f_{1}=1$, then $\left(f_{n}\right)_{n \geq 0}=\left(L_{n}\right)_{n \geq 0}$ is the classical sequence of Lucas numbers. The roots of the characteristic polynomial $x^{2}-x-1$ for any generalized Fibonacci sequence $\left(f_{n}\right)$ are $\alpha$ and $\beta$, but it turns out that the structures of sumsets such as $B(\alpha)+B\left(\alpha^{2}\right)$ and $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ are best described in terms of the classical Fibonacci numbers $F_{n}$. We refer the reader to [12, 13, 20, 21, 22, $25,26,27,34]$ for some recent results concerning multiplicative properties of $F_{n}$, and to [28, 29] for certain Diophantine equations involving additive and multiplicative properties of $F_{n}$.

In this thesis, we give a new estimate concerning the fractional part $\{n \alpha\}$ and study the sumsets associated with $B(\alpha)$ and $B\left(\alpha^{2}\right)$. For example, we
obtain from Theorems 3.1, 3.8, and 3.5, respectively, that for every $n \geq 4$, $n=\lfloor a \alpha\rfloor+\lfloor b \alpha\rfloor$ for some $a, b \in \mathbb{N}$, for every $n \geq 27, n=\left\lfloor a \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$ for some $a, b, c \in \mathbb{N}$, and for every $n \geq 1, n=\lfloor a \alpha\rfloor+\left\lfloor b \alpha^{2}\right\rfloor$ for some $a, b \in \mathbb{N}$ if and only if $n$ is not one less than a Fibonacci number. The structure of $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ contains some kinds of fractal and palindromic patterns in each interval of the form $\left[F_{n}, F_{n+1}\right]$; see for instance Theorem 3.16, Theorem 3.17 , and Remark 3.19, and so the elements in $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right) \cap\left[F_{n+1}, F_{n+2}\right]$ can be completely determined by those of $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right) \cap\left[F_{n}, F_{n+1}\right]$.

For a general result on the sumsets associated with $B(x)$ and $B\left(x^{2}\right)$ where $x$ satisfies the conditions such as $x>1$ and $x^{2}-a x-b=0$ for some $a, b \in \mathbb{Z}$, we think that the answers may be best described in terms of the Lucas sequence of the first kind. Nevertheless, the calculations even in the case of $B(\alpha)$ and $B\left(\alpha^{2}\right)$ are already complicated, $\overline{\bar{s}} \mathrm{o}$ we postpone this for future research. See also other problems in the last chapter.

We arrange this thesis as follows. In Chapter 2, we give preliminaries and lemmas concerning the floor function, fractional parts, Beatty sequences, and Fibonacci numbers. In Chapter 3, we give our main results concerning various sumsets associated with $B(\alpha)$ and $B\left(\alpha^{2}\right)$. For more information, we invite the reader to visit Pongsriiam's ResearchGate website [38] for some freely downloadable articles $[23,31,32,33,35,36,37]$ in related topics of research.

## Chapter 2

## Preliminaries and Lemmas

We often use the following fact: $=1<\beta<0,\left(\left|\beta^{n}\right|\right)_{n \geq 1}$ is strictly decreasing, if $a_{1}>a_{2}>\cdots>a_{r}$ are even positive integers, then $0<\beta^{a_{1}}<\beta^{a_{2}}<\cdots<\beta^{a_{r}}$, and if $b_{1}>b_{2}>\cdots>b_{r}$ are odd positive integers, then $0>\beta^{b_{1}}>\beta^{b_{2}}>$ $\cdots>\beta^{b_{r}}$. In addition, $\alpha$ and $\beta$ are roots of the equation $x^{2}-x-1=0$. So, for instance, $\beta^{2}=\beta+1, \beta^{2}+\beta^{4}=4 \beta+3, \alpha \beta=-1, \sqrt{5} \beta+\beta=-2$, $\sqrt{5} \beta^{2}+1=-3 \beta$, and $\beta^{n}+\sqrt{5} \beta^{n-1}+\beta^{n-2}=0$ for all $n \geq 2$. Moreover, it is useful to have the following numerical approximations: $-0.619<\beta<-0.618$, $-0.237<\beta^{3}<-0.236,0.854<\sqrt{5} \beta^{2}<0.855,-0.528<\sqrt{5} \beta^{3}<-0.527$, $0.326<\sqrt{5} \beta^{4}<0.327$ and it is convenient to have a list of the first twenty elements of the sequences $B(\alpha)$ and $B\left(\alpha^{2}\right)$ as shown below:

$$
\begin{aligned}
B(\alpha) & =(1,3,4,6,8,9,11,12,14,16,17,19,21,22,24,25,27,29,30,32, \ldots) \text { and } \\
B\left(\alpha^{2}\right) & =(2,5,7,10,13,15,18,20,23,26,28,31,34,36,39,41,44,47,49,52, \ldots)
\end{aligned}
$$

The following results are also applied throughout this thesis sometimes without reference.

As introduced in the first chapter, for each $x \in \mathbb{R}$, we let $\lfloor x\rfloor$ be the largest integer less than or equal to $x$, and let $\{x\}=x-\lfloor x\rfloor$. Basic properties of $\lfloor x\rfloor$ and $\{x\}$ are as follows.

Lemma 2.1. For $n \in \mathbb{Z}$ and $x, y \in \mathbb{R}$, the following statements hold.
(i) $\lfloor n+x\rfloor=n+\lfloor x\rfloor$.
(ii) $\{n+x\}=\{x\}$.
(iii) $0 \leq\{x\}<1$.
(iv) $\lfloor x+y\rfloor= \begin{cases}\lfloor x\rfloor+\lfloor y\rfloor, & \text { if }\{x\}+\{y\}<1 ; \\ \lfloor x\rfloor+\lfloor y\rfloor+1, & \text { if }\{x\}+\{y\} \geq 1 .\end{cases}$

Proof. These are well-known and can be proved easily. For more details, see in [9, Chapter 3]. We also refer the reader to [19] and [36, Proof of Lemma $2.6]$ for a nice application of these properties.

Lemma 2.2. The following statements hold for all $n \in \mathbb{N}$.
(i) (Binet's formula) $F_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta}$ and $L_{n}=\alpha^{n}+\beta^{n}$.
(ii) $\beta^{n+1}=\beta F_{n+1}+F_{n}$.
(iii) $F_{n+1}=\beta^{n}+\alpha F_{n}$.
(iv) $\beta L_{n+1}+L_{n}\left(=-\sqrt{5} \beta^{n+1}\right.$.
(v) $L_{n} \alpha=L_{n+1}+\sqrt{5} \beta^{n}$.

Proof. The proof of (i) and (ii) can be found in [17, pp. 78-79]. The statement (iii) follows from (ii) and the fact that $\alpha \beta=-1$. See also [30] for a result concerning the generating function of the Fibonacci sequence. Since $\alpha \beta=-1$, multiplying (iv) by $\alpha$, we obtain (v). The formula (iv) follows from (i) and a straightforward calculation:
$\beta L_{n+1}+L_{n}=\beta \alpha^{n+1}+\beta^{n+2}+\alpha^{n}+\beta^{n}=\beta^{n+2}+\beta^{n}=\beta^{n}(-\sqrt{5} \beta)=-\sqrt{5} \beta^{n+1}$.

Lemma 2.3. (Zeckendorf's theorem) For each $n \in \mathbb{N}, n=F_{a_{1}}+F_{a_{2}}+\cdots+$ $F_{a_{\ell}}$ where $F_{a_{1}}$ is the largest Fibonacci number not exceeding $n, a_{\ell} \geq 2$, and $a_{i-1}-a_{i} \geq 2$ for every $i=2,3, \ldots, \ell$.

Proof. This is well-known and can be proved by using the greedy algorithm ([41, pp. 108-109] or [44]). See also [16] for a more general result.

Lemma 2.4. If $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{R}$, then

$$
\left\{x_{1}+x_{2}+\cdots+x_{n}\right\}=\left\{\left\{x_{1}\right\}+\left\{x_{2}\right\}+\cdots+\left\{x_{n}\right\}\right\} .
$$

Proof. We can write $x_{1}+x_{2}+\cdots+x_{n}=m+\left\{x_{1}\right\}+\left\{x_{2}\right\}+\cdots+\left\{x_{n}\right\}$, where $m=\left\lfloor x_{1}\right\rfloor+\left\lfloor x_{2}\right\rfloor+\cdots+\left\lfloor x_{n}\right\rfloor \in \mathbb{Z}$. So this lemma follows immediately from Lemma 2.1.

Lemma 2.5. Let $n \in \mathbb{N}$. Then the following statements hold.
(i) $\left\lfloor F_{n} \alpha\right\rfloor=F_{n+1}-\lfloor n \equiv 0(\bmod 2)\rfloor$.
(ii) $\left\lfloor F_{n} \alpha^{2}\right\rfloor=F_{n+2}-[n \equiv 0(\bmod 2)]$.
(iii) $\left\{F_{n} \alpha\right\}=-\beta^{n}+[n \equiv 0(\bmod 2)]$.
(iv) $\left\{F_{n} \alpha^{2}\right\}=\left\{F_{n} \alpha\right\}$.
(v) $\left\lfloor L_{n} \alpha\right\rfloor=L_{n+1}-[n \equiv 1(\bmod 2)]$.
(vi) $\left\{L_{n} \alpha\right\}=\sqrt{5} \beta^{n}+[n \equiv 1(\bmod 2)]$.
(vii) $\left\lfloor L_{n} \alpha^{2}\right\rfloor=L_{n+2}-[n \equiv 1(\bmod 2)]$.
(viii) $\left\{L_{n} \alpha^{2}\right\}=\left\{L_{n} \alpha\right\}$.

Proof. By Lemmas 2.2 and 2.1, we obtain $\left\lfloor F_{n} \alpha\right\rfloor=\left\lfloor F_{n+1}-\beta^{n}\right\rfloor=F_{n+1}+$ $\left\lfloor-\beta^{n}\right\rfloor$. If $n$ is even, then $0<\beta^{n}<1$ and so $\left\lfloor-\beta^{n}\right\rfloor=-1$. If $n$ is odd, then $-1<\beta^{n}<0$ and so $\left\lfloor-\beta^{n}\right\rfloor=0$. Therefore $\left\lfloor-\beta^{n}\right\rfloor=-[n \equiv 0(\bmod 2)]$. This implies (i). Then (ii) follows from (i) by writing $\alpha^{2}=\alpha+1$ and $\left\lfloor F_{n} \alpha^{2}\right\rfloor=$ $\left\lfloor F_{n} \alpha+F_{n}\right\rfloor=\left\lfloor F_{n} \alpha\right\rfloor+F_{n}$. Next, $\left\{F_{n} \alpha\right\}=F_{n} \alpha-\left\lfloor F_{n} \alpha\right\rfloor$, so (iii) can be obtained from (i) and Lemma 2.2. For (iv), we have $\left\{F_{n} \alpha^{2}\right\}=\left\{F_{n} \alpha+F_{n}\right\}=$ $\left\{F_{n} \alpha\right\}$. By Lemma 2.2(v), we obtain $\left\lfloor L_{n} \alpha\right\rfloor=L_{n+1}+\left\lfloor\sqrt{5} \beta^{n}\right\rfloor$. If $n$ is even, then $0<\sqrt{5} \beta^{n} \leq \sqrt{5} \beta^{2}<1$, and so $\left\lfloor\sqrt{5} \beta^{n}\right\rfloor=0$. If $n$ is odd, then $-1<$
$\sqrt{5} \beta^{3} \leq \sqrt{5} \beta^{n}<0$ and thus $\left\lfloor\sqrt{5} \beta^{n}\right\rfloor=-1$. This implies (v). Then (vi) is a consequence of (v) and Lemma 2.2(v). By writing $\alpha^{2}=\alpha+1$, we obtain (vii) from (v), and (viii) from Lemma 2.1(ii). This completes the proof.

Lemma 2.6. (Beatty's theorem [1, 2]) Let $x$ and $y$ be irrational numbers such that $x, y>1$ and $\frac{1}{x}+\frac{1}{y}=1$. Then $B(x) \cup B(y)=\mathbb{N}$ and $B(x) \cap B(y)=\emptyset$. In particular, $B(\alpha) \cup B\left(\alpha^{2}\right)=\mathbb{N}$ and $B(\alpha) \cap B\left(\alpha^{2}\right)=\emptyset$.

If $A=\left(a_{n}\right)_{n \geq 1}$ is a sequence, then a segment of $A$ is a finite sequence of the form $\left(a_{k}, a_{k+1}, \ldots, a_{k+m}\right)$ for some $k, m \in \mathbb{N}$. Then we have the following results.

Lemma 2.7. The following statements hold.
(i) For each $b \in \mathbb{N},\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor$ is either 1 or 2.
(ii) For each $b \in \mathbb{N}$, if $\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor=1$ then $\lfloor(b+2) \alpha\rfloor-\lfloor(b+1) \alpha\rfloor=2$.
(iii) The sequence $(\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor)$ b 1 does not contain the segment $(2,2,2)$.

Proof. Let $b \in \mathbb{N}$. By Lemma 2.1, $\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor=\lfloor b \alpha+\alpha\rfloor-\lfloor b \alpha\rfloor=\lfloor\alpha\rfloor$ or $\lfloor\alpha\rfloor+1=1$ or 2. This proyes (i). For (ii), suppose that $\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor=$ $1=\lfloor(b+2) \alpha\rfloor-\lfloor(b+1) \alpha\rfloor$. Then $2=\lfloor(b+2) \alpha\rfloor-\lfloor b \alpha\rfloor \geq\lfloor 2 \alpha\rfloor \geq 3$, which is a contradiction. For (iii), suppose that $(2,2,2)$ is a segment of the sequence $(\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor)_{b \geq 1}$, that is, there exists $b \in \mathbb{N}$ such that

$$
\begin{align*}
\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor & =2,  \tag{2.1}\\
\lfloor(b+2) \alpha\rfloor-\lfloor(b+1) \alpha\rfloor & =2,  \tag{2.2}\\
\lfloor(b+3) \alpha\rfloor-\lfloor(b+2) \alpha\rfloor & =2 . \tag{2.3}
\end{align*}
$$

Adding (2.1) to (2.3), we have $6=\lfloor(b+3) \alpha\rfloor-\lfloor b \alpha\rfloor \leq\lfloor 3 \alpha\rfloor+1=5$, which is a contradiction.

Lemma 2.8. Let $b \in \mathbb{N}$. Then the following statements hold.
(i) $\left\lfloor(b+1) \alpha^{2}\right\rfloor-\left\lfloor b \alpha^{2}\right\rfloor$ is either 2 or 3 .
(ii) If $\left\lfloor(b+1) \alpha^{2}\right\rfloor-\left\lfloor b \alpha^{2}\right\rfloor=2$, then $\left\lfloor(b+2) \alpha^{2}\right\rfloor-\left\lfloor(b+1) \alpha^{2}\right\rfloor=3$.
(iii) The sequence $\left(\left\lfloor(b+1) \alpha^{2}\right\rfloor-\left\lfloor b \alpha^{2}\right\rfloor\right)_{b \geq 1}$ does not contain the segment $(3,3,3)$.

Proof. By Lemma 2.1, $\left\lfloor(b+1) \alpha^{2}\right\rfloor-\left\lfloor b \alpha^{2}\right\rfloor=\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor+1$. Therefore this lemma is an immediate consequence of Lemma 2.7.


## Chapter 3

## Main Results

In this chapter, we study various sumsets associated with Wythoff sequences. We begin with simple cases such-as $B(\alpha)+B(\alpha)$ and $B_{0}(\alpha)+B(\alpha)$.

Theorem 3.1. Let $B(\alpha)$ and $B_{0}(\alpha)$ be the sets as defined in (1.1). Then

$$
B(\alpha)+B(\alpha)=\mathbb{N} \mid\{1,3\} \text { and } B_{0}(\alpha)+B(\alpha)=\mathbb{N} .
$$

Proof. It is easy to check that $1,3 \notin B(\alpha)+B(\alpha)$ and $2=\lfloor\alpha\rfloor+\lfloor\alpha\rfloor \in$ $B(\alpha)+B(\alpha)$. So we let $n \geq 4$ and show that $n \in B(\alpha)+B(\alpha)$. Let $b$ be the largest positive integer such that $b \alpha<n$. Then $b \geq 2$ and $\lfloor b \alpha\rfloor<n \leq$ $\lfloor(b+1) \alpha\rfloor$. By Lemma 2.7(i), $n=\lfloor b \alpha\rfloor+k$, where $k$ is either 1 or 2 . If $k=1$, then $n=\lfloor b \alpha\rfloor+\lfloor\alpha\rfloor \in B(\alpha)+B(\alpha)$. So assume that $k=2$. By Lemma $2.7(\mathrm{i})$, we can divide the proof into two cases. If $\lfloor b \alpha\rfloor-\lfloor(b-1) \alpha\rfloor=1$, then $n=\lfloor b \alpha\rfloor+2=\lfloor(b-1) \alpha\rfloor+3=\lfloor(b-1) \alpha\rfloor+\lfloor 2 \alpha\rfloor$. If $\lfloor b \alpha\rfloor-\lfloor(b-1) \alpha\rfloor=2$, then $n=\lfloor b \alpha\rfloor+2=\lfloor(b-1) \alpha\rfloor+4=\lfloor(b-1) \alpha\rfloor+\lfloor 3 \alpha\rfloor$. In any case, we have $n \in B(\alpha)+B(\alpha)$, as desired. Since 1 and 3 are in $B_{0}(\alpha)+B(\alpha)$ and $B(\alpha)+B(\alpha) \subseteq B_{0}(\alpha)+B(\alpha)$, we obtain that $B_{0}(\alpha)+B(\alpha)=\mathbb{N}$.

Theorem 3.2. Let $B(\alpha)$ and $B\left(\alpha^{2}\right)$ be defined as in (1.1) and $n \geq 3$. Then the following statements hold.
(i) $F_{n} \in B(\alpha)$ if and only if $n$ is even.
(ii) $F_{n} \in B\left(\alpha^{2}\right)$ if and only if $n$ is odd.
(iii) $F_{n}-1 \in B(\alpha)$ if and only if $n$ is odd.
(iv) $F_{n}-1 \in B\left(\alpha^{2}\right)$ if and only if $n$ is even.

Proof. By Lemma 2.5, we have

$$
\begin{aligned}
& F_{n}-[n \equiv 0 \quad(\bmod 2)]=\left\lfloor F_{n-2} \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right), \\
& F_{n}-[n \equiv 1 \quad(\bmod 2)]=\left\lfloor F_{n-1} \alpha\right\rfloor \in B(\alpha) .
\end{aligned}
$$

Case $1 n$ is even. Then by the above equality, we have $F_{n}-1 \in B\left(\alpha^{2}\right)$ and $F_{n} \in B(\alpha)$. Then by Lemma 2.6, $F_{n}-1 \notin B(\alpha)$ and $F_{n} \notin B\left(\alpha^{2}\right)$.
Case $2 n$ is odd. Then $F_{n} \in B\left(\alpha^{2}\right)$ and $F_{n}=1 \in B(\alpha)$. Then by Lemma 2.6, $F_{n} \notin B(\alpha)$ and $F_{n}-1 \notin B\left(\alpha^{2}\right)$. This implies the desired result.

The calculation of $B(\alpha)+B\left(\alpha^{2}\right)$ is a bit more complicated than $B(\alpha)+$ $B(\alpha)$ and we need the following theorem.

Theorem 3.3. Let $n \geq 3$ and $1 \leq b \leq F_{n+1}$. If $b \neq F_{n}$, then $0<\{b \alpha\}+\beta^{n}<$ 1. If $b=F_{n}$, then $\left.\{b \alpha\}+\beta^{n}=n \equiv 0(\bmod 2)\right]$.

Proof. We use Lemma 2.5 repeatedly without reference. If $b=F_{n}$, then the result follows immediately. If $b=F_{n+1}$, then $\{b \alpha\}+\beta^{n}$ is equal to

$$
-\beta^{n+1}+[n+1 \equiv 0 \quad(\bmod 2)]+\beta^{n}=-\beta^{n-1}+[n-1 \equiv 0 \quad(\bmod 2)]
$$

Next we consider the case $b=F_{k}$ for some $k \in\{2,3, \ldots, n-1\}$. If $k$ is even and $n$ is odd, then

$$
1>\{b \alpha\}>\{b \alpha\}+\beta^{n}=1-\beta^{k}+\beta^{n} \geq 1-\beta^{2}+\beta^{3}=1+\beta>0
$$

If $k$ and $n$ are even, then $0<\{b \alpha\}+\beta^{n}=1-\beta^{k}+\beta^{n}<1$. Similarly, if $k$ is odd and $n$ is even, then $0<\{b \alpha\}+\beta^{n}=-\beta^{k}+\beta^{n} \leq \beta^{n}-\beta^{3} \leq \beta^{4}-\beta^{3}=\beta^{2}<1$. If $k$ and $n$ are odd, then $1>\{b \alpha\}+\beta^{n}=-\beta^{k}+\beta^{n}>0$. Hence this theorem is verified in the case $b=F_{k}$ for some $k \leq n+1$. Next, we suppose that $F_{k}<b<F_{k+1}$ for some $k \in\{4,5, \ldots, n\}$. By Lemma 2.3, we can write
$b=F_{a_{1}}+F_{a_{2}}+\cdots+F_{a_{\ell}}$ where $\ell \geq 2, k=a_{1}>a_{2}>\cdots>a_{\ell} \geq 2$, and $a_{i-1}-a_{i} \geq 2$ for every $i=2,3, \ldots, \ell$. Then by Lemma 2.4, we obtain $\{b \alpha\}=\left\{\left\{F_{a_{1}} \alpha\right\}+\left\{F_{a_{2}} \alpha\right\}+\cdots+\left\{F_{a_{\ell}} \alpha\right\}\right\}$, which is equal to

$$
\left\{\left(1-\beta^{b_{1}}+1-\beta^{b_{2}}+\cdots+1-\beta^{b_{r}}\right)+\left(-\beta^{c_{1}}-\beta^{c_{2}}-\cdots-\beta^{c_{s}}\right)\right\}
$$

where $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\} \cup\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}=\left\{a_{1}, a_{2}, \ldots, a_{\ell}\right\}, b_{1}, b_{2}, \ldots, b_{r}$ are even, and $c_{1}, c_{2}, \ldots, c_{s}$ are odd.

Remark that one of the sets $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\},\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ may be empty. In that case, such the set disappears from the subsequent calculation. Also, for convenience, we let $A=\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}+\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}$. Then by Lemma 2.1, $\{b \alpha\}=\{-A\}$.
Case $1\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ is empty. Then $A=\beta^{c_{1}}+f_{0}^{c_{2}}+\cdots+\beta^{c_{s}}>\beta^{3}+\beta^{5}+$ $\beta^{7}+\cdots=\frac{\beta^{3}}{1-\beta^{2}}=-\beta^{2}$. Therefore $0<-A<\beta^{2}<1$ and so $\{b \alpha\}=\{-A\}=$ $-A-\lfloor-A\rfloor=-A$. Then

$$
\{b \alpha\}+\beta^{n}<\beta^{2}+\beta^{n} \leq \beta^{2}+\beta^{4}=4 \beta+3<1 .
$$

It remains to show that $\{b \alpha\}+\beta^{n}>0$. If $n$ is even, then obviously $\{b \alpha\}+\beta^{n}>$ 0 . So assume that $n$ is odd. Since $\left\{b_{1}, b_{2}, . .2, b_{r}\right\}$ is empty, we see that $a_{1}$ is odd and $-A>-\beta^{a_{1}}$. Therefore $\{b \alpha\}+\beta^{n}>-\beta^{a_{1}}+\beta^{n} \geq 0$, as required.
Case $2\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ is empty. Then $A=\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<\beta^{2}+$ $\beta^{4}+\beta^{6}+\cdots=\frac{\beta^{2}}{1-\beta^{2}}=-\beta$. In addition, $a_{1}$ is even and $A>\beta^{a_{1}}$. Therefore $-\beta^{a_{1}}>-A>\beta>-1$ and so $\{b \alpha\}=\{-A\}=1-A$. Then $\{b \alpha\}+\beta^{n}<$ $1-\beta^{a_{1}}+\beta^{n} \leq 1$, and $\{b \alpha\}+\beta^{n}>1+\beta+\beta^{n} \geq 1+\beta+\beta^{3}=3 \beta+2>0$.
Case $3\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ are not empty. Then there is some cancellation in the sum defining $A$. Similar to Case 1 and Case 2, we have $A<\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<-\beta$ and $A>\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}>-\beta^{2}$.
Case 3.1 $A$ is positive. Then $-1<\beta<-A<0$ and $\{b \alpha\}+\beta^{n}=1-A+\beta^{n}$.
So it suffices to show that $\beta^{n}<A<1+\beta^{n}$. Since $A<-\beta$, we obtain $A-\beta^{n}<-\beta-\beta^{3}=-3 \beta-1<1$, which implies $A<1+\beta^{n}$. So it remains to show that $A>\beta^{n}$. If $n$ is odd, then $A>0>\beta^{n}$. So suppose that $n$ is even.

Let $u$ be the smallest even number among $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $v$ the smallest odd number among $\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$. Since $a_{i}-a_{i-1} \geq 2$ for all $i=2,3, \ldots, \ell$ and $a_{1}=k \leq n$, we obtain $u \leq n$ and $|v-u| \geq 3$. Then

$$
\begin{align*}
& \beta^{u}<\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<\beta^{u}+\beta^{u+2}+\beta^{u+4}+\cdots=\frac{\beta^{u}}{1-\beta^{2}}=-\beta^{u-1} \\
& \beta^{v}>\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}>\beta^{v}+\beta^{v+2}+\beta^{v+4}+\cdots=\frac{\beta^{v}}{1-\beta^{2}}=-\beta^{v-1} \tag{3.1}
\end{align*}
$$

By (3.1) and (3.2), we obtain $\beta^{u}-\beta^{v-1}<A<\beta^{v}-\beta^{u-1}$. Since $|v-u| \geq 3$, we see that either $v-u \geq 3$ or $v-u \leq-3$. Suppose for a contradiction that $v-u \leq-3$. Since $v \leq u-3$ and both $v$ and $u-3$ are odd, we have $\beta^{v} \leq \beta^{u-3}$. So $A<\beta^{u-3}-\beta^{u-1}=\beta^{u-3}\left(1=\beta^{2}\right)=-\beta^{u-2}<0$, which contradicts the assumption that $A$ is positive. Hence $v-u \geq 3$. Since $v-1 \geq u+2$ and both $v-1$ and $u+2$ are even, $\beta^{v-1} \leq \beta^{u+2}$. So $A>\beta^{u}-\beta^{u+2}=\beta^{u}\left(1-\beta^{2}\right)=-\beta^{u+1}$. We have $u \leq v-3 \leq a_{1}-3 \leq n-3$. Therefore $-\beta^{u+1}=|\beta|^{u+1}>|\beta|^{n}=\beta^{n}$. Therefore $A>\beta^{n}$, as desired.
Case 3.2 $A$ is negative. Then $0<-A<\beta^{2}<1$ and

$$
\{b \alpha\}+\beta^{n}=\{-A\}+\beta^{n}=-A+\beta^{n}<\beta^{2}+\beta^{n} \leq \beta^{2}+\beta^{4}=4 \beta+3<1
$$

To show that $\{b \alpha\}+\beta^{n}>0$, it is enough to show that $\beta^{n}>A$. If $n$ is even, then obviously $\beta^{n}>0>A$. So assume that $n$ is odd. Let $u$ and $v$ be as in Case 3.1. Then we obtain $u \leq n,|v-u| \geq 3$, the inequalities in (3.1) and (3.2) hold, and $\beta^{u}-\beta^{v-1}<A<-\beta^{u-1}+\beta^{v}$. Again, we have either $v-u \geq 3$ or $v-u \leq-3$. Suppose for a contradiction that $v-u \geq 3$. Following the argument in Case 3.1, we obtain $A>\beta^{u}-\beta^{v-1} \geq-\beta^{u+1}>0$, which contradicts the assumption that $A$ is negative. Therefore $v-u \leq-3$. Then $A<-\beta^{u-1}+\beta^{v} \leq-\beta^{u-1}+\beta^{u-3}=-\beta^{u-2}$. Since $u-2<n, u$ is even, and $n$ is odd, we obtain $-\beta^{u-2}=-|\beta|^{u-2}<-|\beta|^{n}=\beta^{n}$. Therefore $A<\beta^{n}$, as desired. Hence the proof is complete.

Corollary 3.4. For each $n \geq 3$ and $1 \leq b \leq F_{n+1}$, we have
$F_{n+1}=\left\lfloor\left(F_{n}-b\right) \alpha\right\rfloor+\lfloor b \alpha\rfloor+1-\delta$ and $F_{n+2}=\left\lfloor\left(F_{n}-b\right) \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor+1-\delta$, where $\delta=[n \equiv 1(\bmod 2)]\left[b=F_{n}\right]$.

Proof. Let $n \geq 3$ and $1 \leq b \leq F_{n+1}$. If $b=F_{n}$, then we obtain by Lemma 2.5 that $\left\lfloor\left(F_{n}-b\right) \alpha\right\rfloor+\lfloor b \alpha\rfloor+1-\delta=F_{n+1}-[n \equiv 0(\bmod 2)]+1-[n \equiv 1$ $(\bmod 2)]=F_{n+1}$. So suppose $b \neq F_{n}$. Then $\delta=0$ and we obtain by Lemmas 2.1, 2.2 and Theorem 3.3, respectively, that $\left\lfloor\left(F_{n}-b\right) \alpha\right\rfloor+\lfloor b \alpha\rfloor+1-\delta$ is equal to

$$
\left\lfloor F_{n} \alpha-b \alpha+\lfloor b \alpha\rfloor+1\right\rfloor=\left\lfloor F_{n+1}-\beta^{n}-\{b \alpha\}+1\right\rfloor=F_{n+1}+\left\lfloor 1-\{b \alpha\}-\beta^{n}\right\rfloor=F_{n+1} .
$$

This proves the first equality. By writing $\alpha^{2}=\alpha+1$ and applying Lemma 2.1, we see that

$$
\left.\left\lfloor\left(F_{n}-b\right) \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor+1-\delta=\left\lfloor\left(F_{n}-b\right) \propto\right\rfloor\right\rfloor+\lfloor b \alpha\rfloor+1-\delta+F_{n}=F_{n+2} .
$$

Theorem 3.5. Let $B(\alpha), B_{0}(\alpha), B\left(\alpha^{2}\right)$, and $B_{0}\left(\alpha^{2}\right)$ be the sets as defined in (1.1). Then we have
(i) $B(\alpha)+B\left(\alpha^{2}\right)=\mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right\}$,
(ii) $B_{0}(\alpha)+B\left(\alpha^{2}\right)=\mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right.$ and $n$ is odd $\}$, and
(iii) $B(\alpha)+B_{0}\left(\alpha^{2}\right)=\mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right.$ and $n$ is even $\}$.

Proof. We first show that $B(\alpha)+B\left(\alpha^{2}\right) \subseteq \mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right\}$. It is easy to check that $F_{3}-1, F_{4}-1 \notin B(\alpha)+B\left(\alpha^{2}\right)$. So let $n \geq 5$. In order to get a contradiction, suppose $F_{n}-1$ is in $B(\alpha)+B\left(\alpha^{2}\right)$. Then $F_{n}-1=\lfloor b \alpha\rfloor+\left\lfloor a \alpha^{2}\right\rfloor$ for some $a, b \in \mathbb{N}$. If $b \geq F_{n-1}$, then we obtain by Lemma 2.5 that

$$
\lfloor b \alpha\rfloor+\left\lfloor a \alpha^{2}\right\rfloor \geq\left\lfloor F_{n-1} \alpha\right\rfloor+\left\lfloor\alpha^{2}\right\rfloor=F_{n}-[n \equiv 1 \quad(\bmod 2)]+2>F_{n}-1,
$$

which is not in case. So $b<F_{n-1}$. Replacing $n$ by $n-1$ in Corollary 3.4, we have $\left\lfloor a \alpha^{2}\right\rfloor=F_{n}-1-\lfloor b \alpha\rfloor=\left\lfloor\left(F_{n-1}-b\right) \alpha\right\rfloor \in B(\alpha)$, so $\left\lfloor a \alpha^{2}\right\rfloor \in B(\alpha) \cap B\left(\alpha^{2}\right)$, which contradicts Lemma 2.6. Therefore $F_{n}-1 \notin B(\alpha)+B\left(\alpha^{2}\right)$ for any $n \geq 3$. This shows that $B(\alpha)+B\left(\alpha^{2}\right)$ is a subset of $\mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right\}$. For the other direction, let $m \in \mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right\}$. Then there exists $n \in \mathbb{N}$ such that $n \geq 3$ and $F_{n}-1<m<F_{n+1}-1$. Thus $m=F_{n}-1+b$ where $1 \leq b<F_{n-1}$. By Corollary 3.4, we obtain $m=\left\lfloor\left(F_{n-1}-b\right) \alpha\right\rfloor+$ $\lfloor b \alpha\rfloor+b=\left\lfloor\left(F_{n-1}-b\right) \alpha\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor \in B(\alpha)+B\left(\alpha^{2}\right)$. This proves (i). Next $B_{0}(\alpha)+B\left(\alpha^{2}\right)=\left(B(\alpha)+B\left(\alpha^{2}\right)\right) \cup B\left(\alpha^{2}\right)=\mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right.$ and $n$ is odd $\}$, by (i) and Theorem 3.2. Similarly, (iii) can be obtained by using (i) and Theorem 3.2. This completes the proof.

Remark 3.6. It follows immediately from Beatty's theorem that $B_{0}(\alpha)+$ $B_{0}\left(\alpha^{2}\right)=\mathbb{N}$.

Theorem 3.7. Let $B(\alpha), B_{0}(\alpha), B\left(\alpha^{2}\right)$, and $B_{0}\left(\alpha^{2}\right)$ be defined as in (1.1). Then the following statements hold.
(i) $B(\alpha)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)=\mathbb{N} \backslash\{1,2,3,4,6,9\}$.
(ii) $B_{0}(\alpha)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)=\mathbb{N} \backslash\{1,2,3,6\}$.
(iii) $B(\alpha)+B\left(\alpha^{2}\right)+B_{0}\left(\alpha^{2}\right)=\mathbb{N} \backslash\{1,2,4\}$.
(iv) $B(\alpha)+B_{0}\left(\alpha^{2}\right)+B_{0}\left(\alpha^{2}\right)=\mathbb{N} \backslash\{2\}$.

Proof. We can write Theorem 3.5 in another form as

$$
B(\alpha)+B\left(\alpha^{2}\right)=\bigcup_{n=4}^{\infty}\left(\left(F_{n}-1, F_{n+1}-1\right) \cap \mathbb{N}\right)=\bigcup_{n=4}^{\infty}\left(\left[F_{n}, F_{n+1}-2\right] \cap \mathbb{N}\right)
$$

Then $B(\alpha)+B\left(\alpha^{2}\right)+\left\lfloor\alpha^{2}\right\rfloor=\bigcup_{n=4}^{\infty}\left(\left[F_{n}+2, F_{n+1}\right] \cap \mathbb{N}\right)=\mathbb{N} \backslash A$, where $A=$ $\left\{F_{n}+1 \mid n \geq 5\right\} \cup\{1,2,3,4\}$. Similarly, $B(\alpha)+B\left(\alpha^{2}\right)+\left\lfloor 2 \alpha^{2}\right\rfloor=\mathbb{N} \backslash B$ where $B=\left\{F_{m}+4 \mid m \geq 2\right\} \cup\{1,2,3,4\}$. Therefore $\mathbb{N} \backslash(A \cap B)=(\mathbb{N} \backslash A) \cup(\mathbb{N} \backslash B) \subseteq$ $B(\alpha)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. It is easy to see that

$$
\begin{aligned}
A \cap B & =\left(\left\{F_{n}+1 \mid n \geq 5\right\} \cap\left\{F_{m}+4 \mid m \geq 2\right\}\right) \cup\{1,2,3,4\} \\
& =\left(\left\{F_{n}+1 \mid n \geq 7\right\} \cap\left\{F_{m}+4 \mid m \geq 6\right\}\right) \cup\{1,2,3,4,6,9\} .
\end{aligned}
$$

If $n \geq 7, m \geq 6$, and $F_{n}+1=F_{m}+4$, then $n>m$ and $3=F_{n}-F_{m} \geq$ $F_{n}-F_{n-1}=F_{n-2} \geq 5$, which is a contradiction. So $\left\{F_{n}+1 \mid n \geq 7\right\} \cap\left\{F_{m}+4 \mid\right.$ $m \geq 6\}=\emptyset$. Therefore $A \cap B=\{1,2,3,4,6,9\}$ and thus $\mathbb{N} \backslash\{1,2,3,4,6,9\} \subseteq$ $B(\alpha)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. It is easy to check that $1,2,3,4,6,9 \notin B(\alpha)+B\left(\alpha^{2}\right)+$ $B\left(\alpha^{2}\right)$. This proves (i). The other parts follows from (i) and straightforward verification.

The structure of $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ seems to be the most complicated among sumsets associated with $B(\alpha)$ and $B\left(\alpha^{2}\right)$. So we first consider a simpler sumset $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.

Theorem 3.8. Let $B\left(\alpha^{2}\right)$ and $B_{0}\left(\alpha^{2}\right)$ be defined as in (1.1). Then we have

$$
\begin{aligned}
B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) & =\mathbb{N} \backslash\{1,2,3,4,5,7,8,10,13,18,26\} \\
B_{0}\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) & =\mathbb{N} \backslash\{1,2,3,5,8,13\} \\
B_{0}\left(\alpha^{2}\right)+B_{0}\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) & =\mathbb{N} \backslash\{1,3,8\}
\end{aligned}
$$

Proof. Let $\left.A_{1}=\left\lfloor 4 \alpha^{2}\right\rfloor+\left\lfloor 6 \alpha^{2}\right\rfloor+B\left(\alpha^{2}\right), A_{2}=\left\lfloor 5 \alpha^{2}\right\rfloor\right\rfloor\left\lfloor\left\lfloor 5 \alpha^{2}\right\rfloor+B\left(\alpha^{2}\right)\right.$, and $A_{3}=$ $\left\lfloor 3 \alpha^{2}\right\rfloor+\left\lfloor 8 \alpha^{2}\right\rfloor+B\left(\alpha^{2}\right)$. We first show that $A_{1} \cup A_{2} \cup A_{3}=\{n \in \mathbb{N} \mid n \geq 27\}$. Note that $\left\lfloor 3 \alpha^{2}\right\rfloor,\left\lfloor 4 \alpha^{2}\right\rfloor,\left\lfloor 5 \alpha^{2}\right\rfloor,\left[6 \alpha^{2}\right\rfloor,\left[8 \alpha^{2}\right]$ are equal to $7,10,13,15,20$, respectively. Then it is easy to see that every element in $A_{1} \cup A_{2} \cup A_{3}$ is larger than or equal to 27. Next, let $n \geq 27$. Then there exists $k \in \mathbb{N}$ such that

$$
\left\lfloor 4 \alpha^{2}\right\rfloor+\left\lfloor 6 \alpha^{2}\right\rfloor+\left\lfloor k \alpha^{2}\right\rfloor \leq n<\left\lfloor 4 \alpha^{2}\right\rfloor+\left\lfloor 6 \alpha^{2}\right\rfloor+\left\lfloor(k+1) \alpha^{2}\right\rfloor .
$$

By Lemma 2.8, we have $\left\lfloor(k+1) \alpha^{2}\right\rfloor-\left\lfloor k \alpha^{2}\right\rfloor=2$ or 3 , and so $n=\left\lfloor 4 \alpha^{2}\right\rfloor+$ $\left\lfloor 6 \alpha^{2}\right\rfloor+\left\lfloor k \alpha^{2}\right\rfloor+b$, where $b=0,1$ or 2 . If $b=0$, then $n \in A_{1}$. If $b=1$, then $n=\left\lfloor 4 \alpha^{2}\right\rfloor+\left\lfloor 6 \alpha^{2}\right\rfloor+\left\lfloor k \alpha^{2}\right\rfloor+1=\left\lfloor 5 \alpha^{2}\right\rfloor+\left\lfloor 5 \alpha^{2}\right\rfloor+\left\lfloor k \alpha^{2}\right\rfloor \in A_{2}$. Similarly, if $b=2$, then $n=\left\lfloor 3 \alpha^{2}\right\rfloor+\left\lfloor 8 \alpha^{2}\right\rfloor+\left\lfloor k \alpha^{2}\right\rfloor \in A_{3}$. In any case, $n \in A_{1} \cup A_{2} \cup A_{3}$, as required. This implies that $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ contains $\mathbb{N} \cap[27, \infty)$. For the integers in $\mathbb{N} \cap[1,26]$, we can straightforwardly check whether they are in $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ or not. For the reader's convenience, we give the integers which are in $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ as follows: $6=2+2+2$,
$9=5+2+2,11=7+2+2,12=5+5+2,14=10+2+2,15=5+5+5$, $16=7+7+2,17=7+5+5,19=15+2+2,20=10+5+5,21=7+7+7$, $22=18+2+2,23=13+5+5,24=20+2+2,25=15+5+5$. This proves the first part. The other parts follow from the first part and straightforward verification.

In order to prove Theorem 3.10, it is convenient to use the following observation.

Lemma 3.9. Let $n \geq 3, a \in \mathbb{Z}$, and $b, c \in \mathbb{N}$. If $F_{n}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$, then $b$ and $c$ are less than $F_{n-2}+\frac{a}{\alpha^{2}}$.

Proof. If $b$ or $c \geq F_{n-2}+\frac{a}{\alpha^{2}}$, then $\left.\left\lfloor b \alpha^{2}\right\rfloor\right]+\left[c \alpha^{2}\right\rfloor$ is larger than or equal to

$$
\left\lfloor F_{n-2} \alpha^{2}+a\right\rfloor+\left\lfloor\alpha^{2}\right\rfloor=F_{n}-[n \equiv 0(\bmod 2)]+a+2>F_{n}+a .
$$

The positive integers in $\mathbb{N} \mid\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)$ are $1,2,3,5,6,8,11,13$, 16, 19, 21, 24, 29, 32, 34, 37, 42, 45, 50, 53, 55,.,. From this, we notice the following pattern.

Theorem 3.10. Let $n \in \mathbb{N}$ and $B\left(\alpha^{2}\right)$ the Beatty set as defined in (1.1). Then the following statements hold.
(i) $F_{n} \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(ii) If $n \geq 5$, then $F_{n}-1 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(iii) If $n \neq 1,2,3,5$, then $F_{n}+1 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(iv) $F_{n}-2 \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(v) If $n \neq 1,2,4$, then $F_{n}+2 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(vi) If $n \geq 7$, then $F_{n}-3 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(vii) If $n \geq 3$, then $F_{n}+3 \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.

Proof. For $n \leq 6$, the result is easily checked. So we assume throughout that $n \geq 7$. For (i), suppose for a contradiction that $F_{n} \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then $F_{n}=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$ for some $a, b \in \mathbb{N}$. By Lemma 3.9, $b$ and $c$ are less than $F_{n-2}$. By Corollary 3.4,

$$
\left\lfloor c \alpha^{2}\right\rfloor-\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor=F_{n}-\left\lfloor b \alpha^{2}\right\rfloor-\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor=1 .
$$

But by Lemma 2.8, we know that the difference between the elements in $B\left(\alpha^{2}\right)$ is at least two. So we obtain a contradiction. This proves (i). The statements (ii), (iii), (v), and (vi) also follow from applications of Corollary 3.4 as follows:

$$
\begin{aligned}
& F_{n}-1=\left[\left(F_{n-2}-1\right) \alpha^{2}\right\rfloor+\left\lfloor\alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right), \\
& F_{n}+1=\left\lfloor\left(F_{n-2}-2\right) \alpha^{2}\right\rfloor+\left\lfloor 2 \alpha^{2}\right\rfloor+2 \\
& =\left[\left(F_{n-2}-2\right) \alpha^{2}\right]+\left\lfloor 3 \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right), \\
& F_{n}+2=\left\lfloor\left(F_{n-2}-1\right) \alpha^{2}\right\rfloor+\left\lfloor\alpha^{2}\right\rfloor+3 \\
& \\
& F_{n}-3=\left\lfloor\left(F_{n-2}-1\right) \alpha^{2}\right\rfloor+\left\lfloor 2 \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right), \\
& \\
& \\
& \left.=\left\lfloor\left(F_{n-2}-3\right) \alpha^{2}\right\rfloor+\left\lfloor 3 \alpha^{2}\right\rfloor-2\right)
\end{aligned}
$$

So it remains to prove (iv) and (vii). Similar to the proof of (i), if $F_{n}-2=$ $\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$, then we have $b, c<F_{n-2}-\frac{2}{\alpha^{2}}, F_{n}=\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor+1$, and $\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor-\left\lfloor c \alpha^{2}\right\rfloor=\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor-\left(F_{n}-2-\left\lfloor b \alpha^{2}\right\rfloor\right)=1$, which contradicts Lemma 2.8. For (vii), suppose that $F_{n}+3=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$ for some $b, c \in \mathbb{N}$. Then by Lemma 3.9, $b$ and $c<F_{n-2}+\frac{3}{\alpha^{2}}<F_{n-1}$. If $b$ and $c$ $=F_{n-2}$, then $F_{n}+3=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor=2 F_{n}-2[n \equiv 0(\bmod 2)]$, which leads to $F_{7} \leq F_{n}=3+2[n \equiv 0(\bmod 2)] \leq 5$, a contradiction. So one of $b, c$ is not equal to $F_{n-2}$. Without loss of generality, assume that $b \neq F_{n-2}$. So we can apply Corollary 3.4 and follow the same idea to obtain $\left\lfloor c \alpha^{2}\right\rfloor-\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor=4$. By Lemma 2.8(i), the difference between consecutive terms in $B\left(\alpha^{2}\right)$ is either 2 or 3 . So there are $k, r \in \mathbb{N} \cup\{0\}$ such that $4=2 k+3 r$. If $r \geq 2$, then $2 k+3 r>$ 4. If $r=1$, then $2 k+3 r=2 k+3 \neq 4$. So $r=0$ and $k=2$. This implies that
$c=F_{n-2}-b+2,\left\lfloor c \alpha^{2}\right\rfloor-\left\lfloor(c-1) \alpha^{2}\right\rfloor=\left\lfloor(c-1) \alpha^{2}\right\rfloor-\left\lfloor(c-2) \alpha^{2}\right\rfloor=2$, which contradicts Lemma 2.8(ii). So the proof is complete.

Our next goal is to determine completely the integers $a$ such that $F_{n}+a \in$ $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. The reader will see that there is a recurrence and fractal-like behavior involving those integers.

Lemma 3.11. Let $n \geq 5, a \in \mathbb{Z}$, and $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ where $B\left(\alpha^{2}\right)$ is the set as defined in (1.1). Then the following statements hold.
(i) For every integer $d \in\left[-F_{n-3}, 0\right) \cup\left(0, F_{n-2}\right)$, we have $a+1+\left\lfloor d \alpha^{2}\right\rfloor \notin$ $B\left(\alpha^{2}\right)$.
(ii) $a+1-[n \equiv 1(\bmod 2)] \notin B\left(\alpha^{2}\right)$.

Proof. Let $1 \leq b \leq F_{n-1}$ and $\delta_{b}=[n=1(\bmod 2)]\left[b=F_{n-2}\right]$. By Corollary 3.4, we have $F_{n}+a \Rightarrow\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor+a+1-\delta_{b}+\left\lfloor b \alpha^{2}\right\rfloor$. Since $F_{n}+a \notin$ $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ and $\left\lfloor b \alpha^{2} \sqrt{\in} B\left(\alpha^{2}\right)\right.$, we see that

$$
\begin{equation*}
\left[\left(F_{n-2}-b\right) \alpha^{2}\right]+a+1-\delta_{b} \notin B\left(\alpha^{2}\right) . \tag{3.3}
\end{equation*}
$$

Since (3.3) holds for all $b \leq F_{n}$, we can substitute $b=F_{n-2}$ in (3.3) to obtain (ii). Similarly, by running $b$ over the integers in $\left\{1, F_{n-2}\right) \cup\left(F_{n-2}, F_{n-1}\right]$, we obtain (i).

Suppose $n \geq 5$ and the integers in $\left[F_{n}, F_{n+1}\right] \cap\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)$ are given. Then the next theorem gives us some integers in $\left[F_{n+1}, F_{n+2}\right] \cap\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)$.

Theorem 3.12. Let $B\left(\alpha^{2}\right)$ be the set as defined in (1.1). Let $n \geq 5, a \in \mathbb{Z}$, and $1 \leq a<F_{n}-2$. If $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, then $F_{n+1}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Proof. If $n=5$, the result is easily checked. So assume that $n \geq 6$. Suppose for a contradiction that $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ but $F_{n+1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. By applying Lemma 3.11 to $F_{n+1}+a$, we obtain that

$$
\begin{equation*}
a+1+\left\lfloor d \alpha^{2}\right\rfloor \notin B\left(\alpha^{2}\right) \text { for } 0<d<F_{n-1} . \tag{3.4}
\end{equation*}
$$

Since $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, there are $b, c \in \mathbb{N}$ such that $F_{n}+a=\left\lfloor b \alpha^{2}\right\rfloor+$ $\left\lfloor c \alpha^{2}\right\rfloor$. If $b<F_{n-2}$, then by Corollary 3.4, $a+1+\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor=F_{n}+$ $a-\left\lfloor b \alpha^{2}\right\rfloor=\left\lfloor c \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)$, which contradicts (3.4). Therefore $b \geq F_{n-2}$. Similarly, by applying the same argument to $c$, we obtain $c \geq F_{n-2}$. Then $F_{n}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor \geq 2\left\lfloor F_{n-2} \alpha^{2}\right\rfloor=2\left(F_{n}-[n \equiv 0(\bmod 2)]\right)$, which implies $a \geq F_{n}-2[n \equiv 0(\bmod 2)]$ contradicting the assumption that $a<F_{n}-2$. Hence the proof is complete.

Remark 3.13. Let $n \geq 4$. By Lemma 2.5, we have $F_{n-3} \alpha^{2}=F_{n-1}-\beta^{n-3}$. So for $a \in \mathbb{Z}$, the condition $a \leq F_{n-1}-[n \equiv 1(\bmod 2)]$ is equivalent to $a \leq F_{n-3} \alpha^{2}$. We will use this observation later.

To obtain the converse of Theorem 3.12, we first prove the following lemma.

Lemma 3.14. Let $B\left(\alpha^{2}\right)$ be the Beatty set as defined in (1.1), $n \geq 5, a, b, c \in$ $\mathbb{N}$, and $1 \leq a \leq F_{n}-3 \alpha^{2}$. Suppose $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ and $F_{n+1}+a=$ $\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$. Then one of $b, c$ is equal to $F_{n-1}$ and the other, say $c$, satisfying $\left\lfloor c \alpha^{2}\right\rfloor=a+[n \equiv 1((\bmod 2)]$.

Proof. Suppose for a contradiction that both $b$ and $c$ are not equal to $F_{n-1}$. Since $F_{n+1}+a=\left[b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$, we obtain by Lemma 3.9 that both $b$ and $c$ are less than $F_{n-1}+\frac{a}{\alpha^{2}} \leq F_{n}$. So we can apply Corollary 3.4 to write

$$
\begin{aligned}
& F_{n+1}+a=\left\lfloor\left(F_{n-1}-b\right) \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor+1+a, \\
& F_{n+1}+a=\left\lfloor\left(F_{n-1}-c\right) \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor+1+a .
\end{aligned}
$$

Since $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ and $a+1+\left\lfloor\left(F_{n-1}-b\right) \alpha^{2}\right\rfloor=F_{n+1}+a-\left\lfloor b \alpha^{2}\right\rfloor=$ $\left\lfloor c \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)$, we obtain by Lemma 3.11 that $F_{n-1}-b \notin\left[-F_{n-3}, 0\right) \cup\left(0, F_{n-2}\right)$. Therefore $F_{n-1}-b \geq F_{n-2}, F_{n-1}-b=0$, or $F_{n-1}-b<-F_{n-3}$. Then $b \leq F_{n-3}$ or $b>F_{n-1}+F_{n-3}$. Applying the above argument to $a+1+\left\lfloor\left(F_{n-1}-c\right) \alpha^{2}\right\rfloor=$ $\left\lfloor b \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)$, we also obtain $c \leq F_{n-3}$ or $c>F_{n-1}+F_{n-3}$. Recall that $b$ and $c<F_{n-1}+\frac{a}{\alpha^{2}}$. So if $b$ or $c>F_{n-1}+F_{n+3}$, then we would obtain $F_{n-1}+\frac{a}{\alpha^{2}}>$ $F_{n-1}+F_{n-3}$, which contradicts the assumption that $a \leq F_{n-3} \alpha^{2}$. Hence $b$ and
$c \leq F_{n-3}$. Then $F_{n+1}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor \leq 2\left\lfloor F_{n-3} \alpha^{2}\right\rfloor \leq 2 F_{n-1}<F_{n+1}+a$, which is a contradiction. Thus $b$ or $c$ is equal to $F_{n-1}$. If $b=F_{n-1}$, then $F_{n+1}+a=\left\lfloor F_{n-1} \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor=F_{n+1}-[n \equiv 1(\bmod 2)]+\left\lfloor c \alpha^{2}\right\rfloor$, and so $\left\lfloor c \alpha^{2}\right\rfloor=a+[n \equiv 1(\bmod 2)]$. Similarly, if $c=F_{n-1}$, then $\left\lfloor b \alpha^{2}\right\rfloor=a+[n \equiv 1$ $(\bmod 2)]$. This completes the proof.

Lemma 3.15. Let $B\left(\alpha^{2}\right)$ be the set as defined in (1.1), $n \geq 6$ and $1 \leq a \leq$ $F_{n-3} \alpha^{2}$. If $F_{n-1}+a$ and $F_{n}+a$ are not in $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, then $F_{n+1}+a \notin$ $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.

Proof. Suppose for acontradiction that $F_{n-1}+a$ and $F_{n}+a$ are not in $B\left(\alpha^{2}\right)+$ $B\left(\alpha^{2}\right)$ but $F_{n+1}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then there are $b, c \in \mathbb{N}$ such that $F_{n+1}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$. By Lemma 3.14, we can assume that $b=F_{n-1}$ and

$$
\begin{equation*}
\left[\left\lfloor c \alpha^{2}\right\rfloor=a_{0} t[n \equiv 1)(\bmod 2)\right] . \tag{3.5}
\end{equation*}
$$

But by applying Lemma 3.11 to the case $F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, we obtain that

$$
a+1-\left([n-1=1 \quad(\bmod 2)] \notin B\left(\alpha^{2}\right), \quad\right. \text { or equivalently, }
$$

$$
a+[n \equiv 1 \quad(\bmod 2)] \notin B\left(\alpha^{2}\right),
$$

which contradicts (3.5). So the proof is complete.
Suppose $n \geq 6$ and the integers in $\left[F_{n}, F_{n+1}\right] \cap\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)$ are given. Then the next theorem gives us more than a half of the integers in and outside the set

$$
\begin{equation*}
\left[F_{n+1}, F_{n+2}\right] \cap\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right) . \tag{3.6}
\end{equation*}
$$

Theorem 3.16. Let $B\left(\alpha^{2}\right)$ be the Beatty set as defined in (1.1), $n \geq 6, a \in \mathbb{Z}$, and $0 \leq a<F_{n-1}-2$. Then

$$
F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) \quad \text { if and only if } \quad F_{n+1}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) .
$$

Proof. If $a=0$, the result follows from Theorem 3.10. So assume that $a \geq 1$. By Theorem 3.12, we only need to prove the converse. Assume that $F_{n}+$
$a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then we obtain by Theorem 3.12 that $F_{n-1}+a \notin$ $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then by Lemma 3.15, $F_{n+1} \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. So the proof is complete.

The next theorem gives the remaining integers in (3.6).
Theorem 3.17. Let $B\left(\alpha^{2}\right)$ be the set as defined in (1.1), $n \geq 6, a \in \mathbb{Z}$, and $0 \leq a \leq F_{n-1}-[n \equiv 1(\bmod 2)]$. Then $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ if and only if $F_{n+1}-2-a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.

Proof. If $a=0$, the result follows from Theorem 3.10. So assume that $a \geq 1$. Suppose $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ but $F_{n+1}-2-a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. By applying Lemma 3.11 to $F_{n+1}-2<a$, we Obtain that

$$
\begin{equation*}
-a-1+\left\lfloor d \alpha^{2}\right\rfloor \notin B\left(\alpha^{2}\right) \text { for } d \in\left[-F_{n-2}, 0\right) \cup\left(0, F_{n-1}\right) . \tag{3.7}
\end{equation*}
$$

Since $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, there are $b, c \in \mathbb{N}$ such that $F_{n}+a=\left\lfloor b \alpha^{2}\right\rfloor+$ $\left\lfloor c \alpha^{2}\right\rfloor$. Then by Lemma 3.9, $b$ and $c<F_{n-2}+\frac{a}{\alpha^{2}}$ Recall also from Remark 3.13 that $a \leq F_{n-3} \alpha^{2}$. If $b<F_{n-2}$, then by Corollary 3.4 and the fact given in (3.7), we obtain, respectively, $-a-1+\left\lfloor c \alpha^{2}\right\rfloor=F_{n}-1-\left\lfloor b \alpha^{2}\right\rfloor=\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor \in$ $B\left(\alpha^{2}\right)$, and $c \geq F_{n-1}$, which contradicts the fact that $c<F_{n-2}+\frac{a}{\alpha^{2}}$. So $b \geq F_{n-2}$. Similarly, applying the above argument to $c$, we have $c \geq F_{n-2}$. Then $F_{n}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor \geq 2\left\lfloor F_{n-2} \alpha^{2}\right\rfloor \geq 2 F_{n}-2>F_{n}+a$, which is a contradiction. Hence the first part of this theorem is proved.

For the converse, we also suppose for a contradiction that $F_{n+1}-2-a \in$ $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ but $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then there are $b, c \in \mathbb{N}$ such that $F_{n+1}-2-a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$ and by Lemma 3.11,

$$
\begin{equation*}
a+1+\left\lfloor d \alpha^{2}\right\rfloor \notin B\left(\alpha^{2}\right) \text { for } d \in\left[-F_{n-3}, 0\right) \cup\left(0, F_{n-2}\right) \tag{3.8}
\end{equation*}
$$

By Lemma 3.9, b and $c<F_{n-1}-\frac{a+2}{\alpha^{2}}<F_{n-1}$. Then by Corollary 3.4, we obtain

$$
F_{n+1}-2-a=\left\lfloor\left(F_{n-1}-b\right) \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor-a-1
$$

which implies $a+1+\left\lfloor c \alpha^{2}\right\rfloor=\left\lfloor\left(F_{n-1}-b\right) \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)$. So by (3.8), $c \geq F_{n-2}$. By the same argument, $b \geq F_{n-2}$. Therefore $F_{n+1}-2-a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor \geq$ $2\left\lfloor F_{n-2} \alpha^{2}\right\rfloor \geq 2 F_{n}-2$, which implies $a \leq F_{n-1}-F_{n}<0$, a contradiction. Hence the proof is complete.

Theorems 3.10, 3.16, and 3.17 give a complete description of $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. We illustrate this in Example 3.18 and Theorem 3.20 as follows.

Example 3.18. For convenience, if $A \subseteq \mathbb{N}$, we write $A^{c}$ to denote the complement of $A$ in $\mathbb{N}$. That is $A^{c}=\mathbb{N} \backslash A$. By direct calculation, the elements in $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)^{c}\left(\cap\left[1, F_{9}\right]\right.$ are $1,2,3,5,6,8,11,13,16,19,21,24,29,32$, 34. To determine the elements in $\left[F_{9}, F_{10}\right] \cap\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)^{c}$, we first observe that for $0 \leq a \leq F_{7}$,

$$
F_{8}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) \text { if and only if } a \in\{0,3,8,11,13\} .
$$

Applying Theorem 3.16 for $n=8$, we obtain that for $0 \leq a<F_{7}-2$,
$F_{9}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ if and only if $a \in\{0,3,8\}$.
Applying Theorem 3.17 for $n=9$, we obtain that for $0 \leq a<F_{7}-2$,

$$
F_{10}-2-a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) \text { if and only if } a \in\{0,3,8\} .
$$

In addition, $F_{10} \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ by Theorem 3.10. The length of the interval [ $F_{9}, F_{10}$ ] is $F_{10}-F_{9}=F_{8}$ which is less than $2\left(F_{7}-2\right)$. Therefore the elements in $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)^{c} \cap\left[F_{9}, F_{10}\right]$ are completely determined. They are $F_{9}, F_{9}+3$, $F_{9}+8, F_{10}-10, F_{10}-5, F_{10}-2, F_{10}$, which are $34,37,42,45,50,53,55$. By doing this process repeatedly, we obtain $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)^{c} \cap A$ where $A=\left[F_{10}, F_{11}\right]$, $\left[F_{11}, F_{12}\right],\left[F_{12}, F_{13}\right]$, and so on. Thus we can find $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right) \cap\left[1, F_{n}\right]$ for any given $n$.

Remark 3.19. In the abstract and introduction, we mention that the structure of the set $X=: B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ has some kinds of fractal and palindromic
patterns. This is not intended to be a precise or mathematically rigorous statement. What we (vaguely) means is that the distribution of the elements of $X$ in the interval $\left[F_{n}, F_{n+1}\right]$ looks like fractal for all $n \geq 6$. Suppose we display the points of $X \cap\left[F_{n+1}, F_{n+2}\right]$ on the real line and zoom in for a smaller scale, namely, $X \cap\left[F_{n+1}, F_{n+1}+F_{n-1}-3\right]$. Then, by Theorem 3.16, the picture (in a smaller scale) is the same as that of $X \cap\left[F_{n}, F_{n+1}\right]$. Then by Theorem 3.16 again, the picture (in a smaller scale) of $X \cap\left[F_{n+2}, F_{n+3}\right]$ is the same as that of $X \cap\left[F_{n+1}, F_{n+2}\right]$. Since Theorem 3.16 holds for all $n \geq 6$, we can continue this process and see the distribution of the elements of $X$ on $\left[F_{n}, F_{n+1}\right]$, $\left[F_{n+1}, F_{n+2}\right],\left[F_{n+2}, F_{n+3}\right]$, and so on, as fractal-like pattern. See the figure shown below for an illustration.

For the palindromicity, recall that a positive integer $n$ can be written uniquely in the decimal expansion as

$$
n=\left(a_{k} a_{k}-1 \cdots a_{0}\right)_{10}=a_{k} 10^{k}+a_{k-1} 10^{k-1}+\cdots+a_{0}
$$

where $a_{k} \neq 0$ and $0 \leq a_{i} \leq 9$ for all $i$, and $n$ is called a palindrome or a palindromic number if $a_{k-i}=a_{i}$ for $0 \leq i \leq\lfloor k / 2\rfloor$. So if $n$ is a palindrome and we know the values of $a_{k-i}$ only for $0 \leq i \leq[k / 2\rfloor$, then we can completely find all the decimal digits of $n$. Now suppose $n \geq 6$ and the elements of $X \cap\left[F_{n}, F_{n+1}\right]$ are known. We can divide $\left[F_{n+1}, F_{n+2}\right]$ into two overlapped intervals:
the left-hand interval $L=:\left[F_{n+1}, F_{n+1}+F_{n-1}-3\right]$
the right-hand interval $R=:\left[F_{n+2}-F_{n-1}-1, F_{n+2}\right]$.
By Theorem 3.16, $X \cap L$ is completely determined by $X \cap\left[F_{n}, F_{n+1}\right]$. Theorem 3.17 gives us the palindromic pattern which helps us obtain all elements in $R$ from $L$. Hence we can basically say that for all $n \geq 6$, the distribution of points in $X \cap\left[F_{n+1}, F_{n+2}\right]$ are completely determined by that of $X \cap\left[F_{n}, F_{n+1}\right]$ by the fractal-like and palindromic patterns.

In general, we have the following result.


Theorem 3.20. Let $B\left(\alpha^{2}\right)$ be the set as defined in (1.1). For each $n \in \mathbb{N}$, let $A_{n}=\left\{a \in \mathbb{Z} \mid 0 \leq a \leq F_{n-1}\right.$ and $\left.F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right\}$. Then $A_{1}=\{0\}$, $A_{2}=A_{3}=\{0,1\}, A_{4}=\{0,2\}, A_{5}=\{0,1,3\}, A_{6}=\{0,3,5\}, A_{7}=\{0,3,6,8\}$, and for $n \geq 8$, the set $A_{n}$ is the disjoint union

$$
\begin{aligned}
A_{n}= & \left(A_{n-1} \backslash\left\{F_{n-2}, F_{n-2}=2\right\}\right) \\
& \cup\left\{F_{n-1}-2-a \mid a \in A_{n-1} \text { and } 0 \leq a \leq F_{n-3}\right\} \cup\left\{F_{n-1}\right\} .
\end{aligned}
$$

Proof. The sets $A_{1}, A_{2}, \ldots, A_{7}$ can be obtained by direct calculation. So assume that $n \geq 8$. Since $F_{n}+F_{n-1}=F_{n+1} \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right), F_{n-1} \in A_{n}$. Then we write $A_{n}=C \cup B \cup\left\{F_{n-1}\right\}$, where $G=A_{n} \cap\left[0, F_{n-2}-2\right)$ and $B=A_{n} \cap\left[F_{n-2}-2, F_{n-1}\right)$. Obviously, the sets $C, B$, and $\left\{F_{n-1}\right\}$ are disjoint. So it remains to show that

$$
\begin{align*}
& C=A_{n-1} \backslash\left\{F_{n-2}, F_{n-2}-2\right\} \text { and }  \tag{3.9}\\
& B=\left\{F_{n-1}-2-a \backslash a \in A_{n-1} \text { and } 0 \leq a \leq F_{n-3}\right\} . \tag{3.10}
\end{align*}
$$

To prove (3.9), let $a \in C$. Then $0 \leq a<F_{n-2}-2$ and $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Applying Theorem 3.16, we obtain $F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. So $a \in A_{n-1} \backslash$ $\left\{F_{n-2}, F_{n-2}-2\right\}$. Conversely, suppose that $a \in A_{n-1} \backslash\left\{F_{n-2}, F_{n-2}-2\right\}$. Then $a \in\left[0, F_{n-2}-2\right) \cup\left\{F_{n-2}-1\right\}$ and $F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. If $a=F_{n-2}-1$, then we obtain by Theorem 3.10 that $F_{n-1}+a=F_{n}-1 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, which is not the case. So $0 \leq a<F_{n-2}-2$. In addition, by Theorem 3.16, $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Hence $a \in A_{n} \cap\left[0, F_{n-2}-2\right)=C$. This proves (3.9).

Next, let $b \in B$. Then $F_{n-2}-2 \leq b<F_{n-1}$ and $F_{n}+b \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. If $b=F_{n-1}-1$, then we obtain by Theorem 3.10 that $F_{n}+b=F_{n+1}-1 \in$
$B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, which is not the case. So $b \leq F_{n-1}-2$. Let $a=F_{n-1}-2-b$. Then $b=F_{n-1}-2-a$ and $0 \leq a \leq F_{n-3}$. So it remains to show that $a \in A_{n-1}$. Since $F_{n}+b \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, we obtain by Theorem 3.17 that $F_{n}+a=F_{n+1}-2-\left(F_{n-1}-2-a\right)=F_{n+1}-2-b \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Since $F_{n}+a \notin$ $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, we obtain by Theorem 3.16 that $F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. So $a \in A_{n-1}$, as required.

Finally, suppose $b=F_{n-1}-2-a$ where $a \in A_{n-1}$ and $0 \leq a \leq F_{n-3}$. Then $F_{n-2}-2 \leq b<F_{n-1}$. Since $a \in A_{n-1}, F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then by Theorem 3.16, $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Applying Theorem 3.17, we obtain $F_{n}+b=F_{n+1}-2-\left(a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right.$. So $b \in A_{n} \cap\left[F_{n-2}-2, F_{n-1}\right)=B$, as desired. This completes the proof.

## Questions

Q1 Let $\left(f_{n}\right)$ be a $k$ th order linear recurrence sequence defined by

$$
f_{n}=f_{n-1}+f_{n-2}+\cdots+f_{n-k} \text { for } n \geq 2
$$

with the initial values $f_{-(k-2)}, f_{-(k-3)}, \ldots, f_{0}, f_{1} \in \mathbb{Z}$. Let $\alpha$ be the root of the characteristic polynomial $\left.x^{k}-x^{k}\right)^{1}-x^{k}-2-\cdots-1$ with maximal absolute value. Can we described the structure of the sumsets associated with $B(\alpha), B\left(\alpha^{2}\right), \ldots, B\left(\alpha^{k}\right)$ ? Is the structure best described in terms of the $k$-step Fibonacci sequence $\left(F_{n}^{(k)}\right)$ defined by the same recurrence as $\left(f_{n}\right)$ but with the initial values

$$
F_{-(k-2)}^{(k)}=F_{-(k-3)}^{(k)}=\cdots=F_{-1}^{(k)}=F_{0}^{(k)}=0 \text { and } F_{1}^{(k)}=1 ?
$$

Q2 Let $\alpha=(1+\sqrt{5}) / 2$. Since $\alpha^{2}-\alpha-1=0$, the set $\left\{\alpha^{2}, \alpha, 1\right\}$ is not linearly independent over $\mathbb{Q}$. Suppose $\left\{\alpha^{k}, \alpha^{k-1}, \ldots, \alpha, 1\right\}$ is linearly independent over $\mathbb{Q}$, for example, $\alpha$ is an algebraic number of degree larger than $k$, $\alpha=e$, or $\alpha=\pi$, can we describe the structure of the sumsets associated with $B\left(\alpha^{k}\right), B\left(\alpha^{k-1}\right), \ldots, B(\alpha)$ ?

Q3 Let $a, b \in \mathbb{Z},(a, b)=1, b \neq 0$, and let $\left(u_{n}\right)$ be the Lucas sequence of the first kind defined by $u_{n}=a u_{n-1}+b u_{n-2}$ for $n \geq 2$ with $u_{0}=0$ and $u_{1}=1$. Let $\alpha$ be the root of the characteristic polynomial $x^{2}-a x-b$. Is the structure of the sumsets associated with $B(\alpha)$ and $B\left(\alpha^{2}\right)$ connected to $\left(u_{n}\right)$ ?

The proof of the following theorem is similar to that of Theorem 3.3. In fact, applying Theorem 3.3 leads to Theorem 3.21 but with a smaller range of $b$, which may not be enough in some applications.

Theorem 3.21. Let $n \geq 5$ and $1 \leq b \leq F_{n+1}$. Then the following statements hold.
(i) If $b=L_{n-1}$, then $\left.\sqrt{5} \beta^{n-1}=\{b \alpha\}=-n=0(\bmod 2)\right]$.
(ii) If $b \in\left\{F_{n-2}, F_{n}\right\}$, then $0<\sqrt{5} \beta^{n-1}-\{b \alpha\}+2[n \equiv 0(\bmod 2)]<1$.
(iii) If $b \notin\left\{F_{n-2}, F_{n}, L_{n-1}\right\}$, then $-1<\sqrt{5} \beta^{n-1}-\{b \alpha\}<0$.

Proof. The statement (i) follows immediately from Lemma 2.5(vi). For (ii), let $b \in\left\{F_{n-2}, F_{n}\right\}$ and $A=\sqrt{5} \beta^{n-1}-\{b \alpha\}+2[n=0(\bmod 2)]$. Since $\beta^{n}+$ $\sqrt{5} \beta^{n-1}+\beta^{n-2}=0$, we obtain by Lemma 2.5(iii) that if $b=F_{n}$, then

$$
A=\sqrt{5} \beta^{n-1}+\beta^{n}+[n \equiv 0(\bmod 2)]=-\beta^{n-2}+[n \equiv 0 \quad(\bmod 2)]
$$

if $b=F_{n-2}$, then

$$
A=\sqrt{5} \beta^{n-1}+\beta^{n-2}+[n \equiv 0 \quad(\bmod 2)]=-\beta^{n}+[n \equiv 0 \quad(\bmod 2)] .
$$

By calculating $A$ according to the parity of $n$, it is not difficult to see that $0<A<1$. This proves (ii). For (iii), if $b=F_{n+1}$, then we apply Lemma 2.5(iii) to obtain

$$
\sqrt{5} \beta^{n-1}-\{b \alpha\}=\sqrt{5} \beta^{n-1}+\beta^{n+1}-[n \equiv 1 \quad(\bmod 2)]=\beta^{n-3}-[n \equiv 1 \quad(\bmod 2)],
$$

which is in the interval $(-1,0)$. Next, let $B=\sqrt{5} \beta^{n-1}-\{b \alpha\}+1$, where $b$ is not equal to any of $F_{n-2}, F_{n}, L_{n-1}, F_{n+1}$. We need to show that $0<B<1$.

Case $1 b=F_{k}$ where $2 \leq k \leq n-3$ or $k=n-1$.
Case $1.1 b=F_{2}$. Then by Lemma $2.5, B=\sqrt{5} \beta^{n-1}+\beta^{2}$. Therefore, $B \leq \sqrt{5} \beta^{4}+\beta^{2}=\beta^{2}(-3 \beta)=-3 \beta^{3}<1$. If $n$ is odd, then it is obvious that $B>0$. If $n$ is even, then $n \geq 6$, and $B \geq \sqrt{5} \beta^{5}+\beta^{2}=\beta^{2}\left(\sqrt{5} \beta^{3}+1\right)>0$.
Case $1.2 b=F_{n-1}$. Then by Lemma 2.5, $B=\sqrt{5} \beta^{n-1}+\beta^{n-1}-[n \equiv 1$ $(\bmod 2)]+1$. If $n$ is even, then $B<1$ and $B \geq 1+\beta^{5}+\sqrt{5} \beta^{5}=1-2 \beta^{4}>0$. If $n$ is odd, then $B>0$ and $B \leq \sqrt{5} \beta^{4}+\beta^{4}=-2 \beta^{3}<1$.
Case $1.3 b=F_{k}$ and $3 \leq k \leq n-3$. This case occurs only when $n \geq 6$. By Lemma 2.5,

$$
B=\sqrt{5} \beta^{n-1}+\beta^{k}=[k \equiv 0(\bmod 2)]+1 .
$$

We first consider the case that $k$ is even. Then $B=\sqrt{5} \beta^{n-1}+\beta^{k}$. If $n$ is odd, then $B>0$ and $B \leq \sqrt{5} \beta^{4}+\beta^{4}=-2 \beta^{3}<1$. If $n$ is even, then $B<\beta^{k} \leq \beta^{4}<1, k \leq n-4$, and $\left.B \geq \sqrt{5} \beta^{n}-1\right)+\beta^{n-4}=\beta^{n-4}\left(\sqrt{5} \beta^{3}+1\right)>0$. Next, suppose $k$ is odd. Then $B=\sqrt{5} \beta^{n-1}+\beta^{k}+1$. If $n$ is even, then $B<1$ and $B \geq \sqrt{5} \beta^{5}+\beta^{3}+1=1-3 \beta^{4}>0$. If $n$ is odd, then $k \leq n-4$, $B>\sqrt{5} \beta^{n-1}>0$ and $B \leq \sqrt{5} \beta^{n+1}+\beta^{n-4}+1<1$.
Case $2 F_{k}<b<F_{k+1}$ for some $k \in\{4,5, \ldots, n\}$. We apply Lemma 2.5 without further reference. By Zeckendorf's theorem, we can write $b=F_{a_{1}}+$ $F_{a_{2}}+\cdots+F_{a_{\ell}}$ where $\ell \geq 2, k \in a_{1}>a_{2}>\cdots>a_{\ell} \geq 2$ and $a_{i-1}-a_{i} \geq 2$ for every $i=2,3, \ldots, \ell$. Then by Lemma 2.4, we obtain $\{b \alpha\}=\left\{\left\{F_{a_{1}} \alpha\right\}+\right.$ $\left.\left\{F_{a_{2}} \alpha\right\}+\cdots+\left\{F_{a_{\ell}} \alpha\right\}\right\}$ which is equal to

$$
\left\{\left(1-\beta^{b_{1}}+1-\beta^{b_{2}}+\cdots+1-\beta^{b_{r}}\right)+\left(-\beta^{c_{1}}-\beta^{c_{2}}-\cdots-\beta^{c_{s}}\right)\right\}
$$

where $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\} \cup\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}=\left\{a_{1}, a_{2}, \ldots, a_{\ell}\right\}, b_{1}>b_{2}>\cdots>b_{r}$ are even numbers, and $c_{1}>c_{2}>\cdots>c_{s}$ are odd numbers. Remark that one of the sets $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ may be empty. In this case, such the set disappears from the subsequent calculation. Also, for convenience, we let $A=\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}+\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}$. Then by Lemma 2.1,
$\{b \alpha\}=\{-A\}$. To show that $0<B<1$, it is enough to prove

$$
\sqrt{5} \beta^{n-1}<\{b \alpha\}<1+\sqrt{5} \beta^{n-1} .
$$

Case $2.1\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ is empty. Then

$$
A=\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}>\beta^{3}+\beta^{5}+\cdots=\frac{\beta^{3}}{1-\beta^{2}}=-\beta^{2}
$$

Therefore $0<-A<\beta^{2}<1$ and so $\{b \alpha\}=\{-A\}=-A$. If $n$ is even, then obviously $\{b \alpha\}>0>\sqrt{5} \beta^{n-1}$ and $\{b \alpha\}=-A<\beta^{2}<1+\sqrt{5} \beta^{3}<$ $1+\sqrt{5} \beta^{n-1}$. So assume that $n$ is odd. Then $\{b \alpha\}=-A<\beta^{2}<1+\sqrt{5} \beta^{n-1}$, and $\{b \alpha\}=-A=|\beta|^{c_{1}}\left|+|\beta|^{c_{2}}+\cdots+|\beta|^{c_{s}}\right.$. If $\ell \geq 3$, then $s \geq 3$, and so $\{b \alpha\} \geq|\beta|^{c_{1}}+|\beta|^{c_{2}}+|\beta|^{c_{3}} \geq\left.|\beta|^{n} f|\beta|^{n}\right|^{-2}+|\beta|^{n-4}>|\beta|^{n}+|\beta|^{n-2}=\sqrt{5} \beta^{n-1}$.

Suppose $\ell=2$. Then $s=2$ and $\{b \alpha\}=|\beta|^{c_{1}}+|\beta|^{c_{2}}$. If $c_{1} \neq n$, then

$$
\left.|\beta|^{c_{1}}+|\beta|^{c_{2}} \geq|\beta|^{n-2}\right)+|\beta|^{n-1}>|\beta|^{n-2}+|\beta|^{n}=-\left(\beta^{n}+\beta^{n-2}\right)=\sqrt{5} \beta^{n-1} .
$$

Since $L_{n-1}=F_{n}+F_{n-2}$ and $b \neq L_{n-1}$, we see that $\left\{c_{1}, c_{2}\right\} \neq\{n, n-2\}$. Therefore, if $c_{1}=n$, then $c_{2} \neq n-2$, and so $c_{2} \leq n-4$

$$
|\beta|^{c_{1}}+|\beta|^{c_{2}} \geq|\beta|^{n}+|\beta|^{n-4} \geq|\beta|^{n}+|\beta|^{n-2}=\sqrt{5} \beta^{n-1}
$$

In any case, $\{b \alpha\}>\sqrt{5} \beta^{n-1}$, as required.
Case $2.2\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ is empty. Then

$$
A=\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<\beta^{2}+\beta^{4}+\cdots=\frac{\beta^{2}}{1-\beta^{2}}=-\beta
$$

Therefore $-1<\beta<-A<0$ and $\{b \alpha\}=\{-A\}=1-A$. Suppose $n$ is even.
Then $\{b \alpha\}>0>\sqrt{5} \beta^{n-1}$ and $\{b \alpha\}=1-A=1-\beta^{b_{1}}-\beta^{b_{2}}-\cdots-\beta^{b_{r}}$.
Similar to the proof of Case 2.1, if $\ell \geq 3$, then $r \geq 3$ and

$$
\{b \alpha\} \leq 1-\beta^{b_{1}}-\beta^{b_{2}}-\beta^{b_{3}} \leq 1-\beta^{n}-\beta^{n-2}-\beta^{n-4}<1-\beta^{n}-\beta^{n-2}=1+\sqrt{5} \beta^{n-1} .
$$

If $\ell=2$ and $b_{1} \neq n$, then

$$
\{b \alpha\}=1-\beta^{b_{1}}-\beta^{b_{2}} \leq 1-\beta^{n-2}-\beta^{n-4}<1-\beta^{n-2}-\beta^{n}=1+\sqrt{5} \beta^{n-1} .
$$

If $\ell=2$ and $b_{1}=n$, then $b_{2} \leq n-4$ and

$$
\{b \alpha\}=1-\beta^{b_{1}}-\beta^{b_{2}} \leq 1-\beta^{n}-\beta^{n-4}<1-\beta^{n}-\beta^{n-2}=1+\sqrt{5} \beta^{n-1}
$$

If $n$ is odd, then $\{b \alpha\}<1<1+\sqrt{5} \beta^{n-1}$ and $\{b \alpha\}=1-A>1+\beta=\beta^{2} \geq$ $\beta^{n-3} \geq \sqrt{5} \beta^{n-1}$.

Case $2.3\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ are not empty. Then there is some cancellation in the sum defining $A$. Similar to Case 2.1 and Case 2.2, we have $A<\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<-\beta$ and $A>\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}>-\beta^{2}$.

Case 2.3.1 $A$ is positive. Then $-1<\beta<-A<0$, and so $\{b \alpha\}=\{-A\}=$ $1-A$. If $n$ is odd, then $\{b a\}<1+\sqrt{5} \beta^{n-1}$ and $\{b \alpha\}=1-A>1+$ $\beta>\sqrt{5} \beta^{4} \geq \sqrt{5} \beta^{n-1}$. Assume that $n$ is even. Then $\{b \alpha\}>0>\sqrt{5} \beta^{n-1}$. It remains to show that $\{b \alpha\} \leq 1+\sqrt{5} \beta^{n-1}$. Let $u=\min \left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $v=\min \left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$. Since $a_{i-1}-a_{i} \geq 2$ for all $i=2,3, \ldots, \ell$ and $a_{1}=k \leq n$, we obtain that $u \leq n$ and $|v-u| \geq 3$. Then

$$
\begin{equation*}
\beta^{u} \leq \beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{v}}<\beta^{u}+\beta^{u+2}+\beta^{u+4}+\cdots=\frac{\beta^{u}}{1-\beta^{2}}=-\beta^{u-1} \tag{3.11}
\end{equation*}
$$

$$
\begin{equation*}
\left.\beta^{v} \geq \beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}\right)>\beta^{v}+\beta^{v+2}+\beta^{v+4}+\cdots=\frac{\beta^{v}}{1-\beta^{2}}=-\beta^{v-1} \tag{3.12}
\end{equation*}
$$

By (3.11) and (3.12), we obtain $\beta^{u}-\beta^{v-1}<A<\beta^{v}-\beta^{u-1}$. Since $|v-u| \geq 3$, we see that either $v-u \geq 3$ or $v-u \leq-3$. Suppose for a contradiction that $v-u \leq-3$. Since $v \leq u-3$ and both $v$ and $u-3$ are odd, we have $\beta^{v} \leq \beta^{u-3}$. Thus $A<\beta^{v}-\beta^{u-1} \leq \beta^{u-3}-\beta^{u-1}=\beta^{u-3}\left(1-\beta^{2}\right)=-\beta^{u-2}<$ 0 , which contradicts the assumption that $A$ is positive. Hence $v-u \geq 3$. Since $v-1 \geq u+2$ and both $v-1$ and $u+2$ are even, $\beta^{v-1} \leq \beta^{u+2}$. So $A>\beta^{u}-\beta^{u+2}=\beta^{u}\left(1-\beta^{2}\right)=-\beta^{u+1}$. We have $u \leq v-3 \leq n-3$. Thus $u+1 \leq n-2$. Since $n-2$ is even and $u+1$ is odd, we have $u+1 \leq n-3$. Then $\{b \alpha\}=1-A<1+\beta^{u+1} \leq 1+\beta^{n-3}$. Since $\sqrt{5} \beta^{2}<1$ and $n-3$ is odd, $\sqrt{5} \beta^{n-1}>\beta^{n-3}$. Therefore $\{b \alpha\}<1+\beta^{n-3}<1+\sqrt{5} \beta^{n-1}$, as required.

Case 2.3.2 $A$ is negative. Then $0<-A<\beta^{2}<1$. Then $\{b \alpha\}=\{-A\}=-A$. We first show that $\{b \alpha\}<1+\sqrt{5} \beta^{n-1}$. If $n$ is odd, then $\{b \alpha\}<1<$ $1+\sqrt{5} \beta^{n-1}$. If $n$ is even, then $\{b \alpha\}=-A<\beta^{2}<1+\sqrt{5} \beta^{3}<1+\sqrt{5} \beta^{n-1}$. Next, we show that $\{b \alpha\}>\sqrt{5} \beta^{n-1}$. If $n$ is even, then $\sqrt{5} \beta^{n-1}<0<\{b \alpha\}$. So assume that $n$ is odd. Let $u=\min \left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $v=\min \left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$. Similar to Case 2.3.1, we have $u \leq n,|v-u| \geq 3$, the equalities (3.11) and (3.12) hold, and $\beta^{u}-\beta^{v-1}<A<\beta^{v}-\beta^{u-1}$. Since $|v-u| \geq 3$, we see that either $v-u \geq 3$ or $v-u \leq-3$. If $v-u \geq 3$, then $\beta^{v-1} \leq \beta^{u+2}$ and $A>$ $\beta^{u}-\beta^{v-1} \geq \beta^{u}-\beta^{u+2}=-\beta^{u+1}>0$, which contradicts the assumption that $A<0$. Thus $v-u \leq-3$, and so $A<\beta^{u-3}-\beta^{u-1}=-\beta^{u-2}$. Since $u \leq n, u$ is even and $n$ is odd, we have $u-2 \leq n-3$. Then $-A>\beta^{u-2} \geq \beta^{n-3}>\sqrt{5} \beta^{n-1}$. Therefore $\{b \alpha\}=-A>\sqrt{5} \beta^{n-1}$ as desired. This completes the proof.

We can apply Theorem 3.21 to give a short proof the key result in [11, Theorem 3.3].

Corollary 3.22. [11, Theorem 3.3] Let $n \geq 5,1 \leq b \leq F_{n+1}$, and $b \neq F_{n}$. Then

$$
0<\{b \alpha\}+\beta^{n} \ll 1
$$

Proof. If $b=F_{n-2}$ or $b=L_{n-1}$, we can apply Lemma 2.5 to obtain the desired result. So suppose that $b \neq F_{n-2}$ and $b \neq L_{n-1}$. We first consider the case $n$ is odd. Then it is obvious that $\{b \alpha\}+\beta^{n}<1$. For the other inequality, we apply Theorem 3.21 to obtain $\{b \alpha\}>\sqrt{5} \beta^{n-1}>-\beta^{n}$. Similarly, if $n$ is even, then it is immediate that $\{b \alpha\}+\beta^{n}>0$ and by using Theorem 3.21, we obtain $\{b \alpha\}<1+\sqrt{5} \beta^{n-1}<1-\beta^{n}$. This completes the proof.

It is possible to extend the range of $b$ in Theorem 3.21 and Corollary 3.22 but the results are not nice and we do not need them in our application. Therefore, we only give some special cases as an example and leave the general case to the interested readers.

Example 3.23. Let $n \geq 5, k \geq n+2, b=F_{k}$, and $B=\{b \alpha\}+\beta^{n}$. Then the following statements hold.
(i) If $k$ and $n$ are odd, then $-1<B<0$.
(ii) If $k \not \equiv n(\bmod 2)$, then $0<B<1$.
(iii) If $k$ and $n$ are even, then $1<B<2$.

Proof. By Lemma 2.5, $B=\beta^{n}-\beta^{k}+[k \equiv 0(\bmod 2)]$.
Case $1 k$ is odd. Then $B=\beta^{n}-\beta^{k}$. If $n$ is odd, then $-1<\beta^{n}<\beta^{n+2} \leq$ $\beta^{k}<0$, and so $-1<B<0$. If $n$ is even, then $k \geq n+3$, and $0<B \leq$ $\beta^{n}-\beta^{n+3}=-2 \beta^{n+1}<1$.
Case $2 k$ is even. Then $B=\beta^{n} \triangle \beta^{k}+1$. If $n$ is odd, then $B<1, k \geq n+3$, and $B \geq 1+\beta^{n}-\beta^{n+3}=1-2 \beta^{n+1}>0$. If $n$ is even, then $0<\beta^{k} \leq \beta^{n+2}<\beta^{n}<1$, and so $1<B<2$. This completes the proof.


## References

[1] S. Beatty, Problem 3173, Amer. Math. Monthly 33 (1926), 159.
[2] S. Beatty, A. Ostrowski, J. Hyslop, and A. C. Aitken, Solution to Problem 3173, Amer. Math. Monthly 34 (1927), 159-160.
[3] H. Davenport, On the addition of residue classes, J. Lond. Math. Soc. 10 (1935), 30-32.
[4] A. S. Fraenkel, The bracket function and complementary sets of integers, Canad. J. Math. 21 (1969), 6-27.
[5] A. S. Fraenkel, How to beat your Wythoff games' opponent on three fronts, Amer. Math. Monthly 89 (1982), 353-361.
[6] A. S. Fraenkel, Wythoff games, continued fractions, cedar trees and Fibonacci searches, Theoret. Comput. Sci. 29 (1984), 49-73.
[7] A. S. Fraenkel, Heap games, numeration systems and sequences, Ann. Comb. 2 (1998), 197-210.
[8] G. A. Freiman, Foundations of a Structural Theory of Set Addition, American Mathematical Society, Translations of Mathematical Monographs, Volume 37, 1973.
[9] R. L. Graham, D. E. Knuth, and O. Patashnik, Concrete Mathematics : A Foundation for Computer Science, Second Edition, Addison-Wesley, 1994.
[10] H. Halberstam and K. F. Roth, Sequences, Springer, 1983.
[11] S.Kawsumarng, T. Khemaratchatakumthorn, P. Noppakeaw and P. Pongsriiam, Sumsets Associated with Wythoff Sequences and Fibonacci Numbers, Period. Math. Hungar, online first version available at https://doi.org/10.1007/s10998-020-00343-0
[12] N. Khaochim and P. Pongsriiam, The general case on the order of appearance of product of consecutive Lucas numbers, Acta Math. Univ. Comenian. 87 (2018), 277-289.
[13] N. Khaochim and P. Pongsriiam, On the order of appearance of products of Fibonacci numbers, Contrib. Discrete Math., 13(2) (2018), 45-62.
[14] C. Kimberling, Complementary equations and Wythoff sequences, J. Integer Seq. 11 (2008), Article 08.3.3
[15] C. Kimberling, Beatty sequence and Wythoff sequences, generalized, Fibonacci Quart. 49 (2011), 1955-200.
[16] D. A. Klarner, Representation of $N$ as a sum of distinct elements from special ŝequence, Fibonacci Quart. 4 (1966), 289-305.
[17] T. Koshy, Fibonacci and Lucas Numbers with Applications, Wiley, 2001.
[18] M. B. Nathanson, Additive Number Theory: Inverse Problems and the Geometry of Sumsets, Springer, 1996.
[19] K. Onphaeng and P. Pongsriiam, Jacobsthal and Jacobsthal-Lucas numbers and sums introduced by Jacobsthal and Tverberg, J. Integer Seq. 20 (2017), Article 17.3.6.
[20] K. Onphaeng and P. Pongsriiam, Subsequences and divisibility by powers of the Fibonacci numbers, Fibonacci Quart. 52 (2014), 163-171.
[21] K. Onphaeng and P. Pongsriiam, The converse of exact divisibility by powers of the Fibonacci and Lucas numbers, Fibonacci Quart. 56 (2018), 296-302.
[22] P. Phunphayap and P. Pongsriiam, Explicit formulas for the p-adic valuations of Fibonomial coefficients, J. Integer Seq. 21 (2018), Article 18.3.1
[23] P. Phunphayap and P. Pongsriiam, Reciprocal sum of palindromes, J. Integer Seq., 22 (2019), Article 19.8.6
[24] J. Pitman, Sumsets of finite Beatty sequences, Electron. J. Combin 8 (2001), Article R15, 1-23.
[25] P. Pongsriiam, A complete formula for the order of appearance of the powers of Lucas numbers, Commun. Korean Math. Soc. 31 (2016), 447450.
[26] P. Pongsriiam, Exact divisibility by powers of the Fibonacci and Lucas numbers, J. Integer Seq. 17 (2014), Article 14.11.2.
[27] P. Pongsriiam, Factorization of Fibonacci numbers into products of Lucas numbers and related results, JP J. Algebra Number Theory Appl. 38 (2016), 363-372.
[28] P. Pongsriiam, Fibonacci and Lucas numbers associated with BrocardRamanujan equation, Commun. Korean Math. Soc. 32 (2017), 511-522.
[29] P. Pongsriiam, Fibonacci and Lucas numbers which are one away from their products, Fibonacci Quart. 55 (2017), 29-40.
[30] P. Pongsriiam, Integral values of the generating functions of Fibonacci and Lucas numbers, College Math. J. 48 (2017), 97-101.
[31] P. Pongsriiam, Local behaviors of the number of relatively prime sets, Int. J. Number Theory 12 (2016), 1575-1593.
[32] P. Pongsriiam, Longest arithmetic progressions in reduced residue systems, J. Number Theory 183 (2018), 309-325.
[33] P. Pongsriiam, Relatively prime sets, divisor sums, and partial sums, J. Integer Seq. 16 (2013), Article 13.9.1.
[34] P. Pongsriiam, The order of appearance of factorials in the Fibonacci sequence and certain Diophantine equations, Period. Math. Hungar. 79 (2019), 141-156.
[35] P. Pongsriiam and K. Subwattanachai, Exact formulas for the number of palindromes up to a given positive integer, Int. J. Math. Comput. Sci., 14(1) (2019), 27-46.
[36] P. Pongsriiam and R. C. Vaughan, The divisor function on residue classes I, Acta Arith. 168 (2015), 369-381.
[37] P. Pongsriiam and R. C. Vaughan, The divisor function on residue classes II, Acta Arith. 182 (2018), 133-181.
[38] P. Pongsriiam's ResearchGate profile, available online at https://www.researchgate.net/profile/Prapanpong Pongsriiam.
[39] N. J. A. Sloane, On-Line Encyclopedia of Integer Sequences, http://oeis.org
[40] T. Tao and V. Vu, Additive Combinatorics, Cambridge University Press, 2010.
[41] S. Vajda, Fibonacci and Lucas Numbers and the Golden Section: Theory and Applications, New York, Dover Publications, 2007.
[42] R. C. Vaughan, The Hardy-Littlewood Method, Cambridge University Press, Second Edition, 1997.
[43] W. A. Wythoff, A modification of the game of nim, Nieuw Arch. Wiskd. 2 (1905-07), 199-202.
[44] E. Zeckendorf, Représentation des nombrels par une somme des nombres de Fibonacci ou de nombres de Lucas, Bull. Soc.e Roy, Sci. Liége 41 (1972), 179-182.


## Appendix



Sumsets associated with Wythoff sequences and Fibonacci numbers

# Sutasinee Kawsumarng, Tammatada Khemaratchatakumthorn, Passawan Noppakaew \& Prapanpong Pongsriiam 

Periodica Mathematica Hungarica

ISSN 0031-5303

Period Math Hung
DOI 10.1007/s10998-020-00343-0

Your article is protected by copyright and all rights are held exclusively by Akadémiai Kiadó, Budapest, Hungary. This e-offprint is for personal use only and shall not be selfarchived in electronic repositories. If you wish to self-archive your article, please use the accepted manuscript version for posting on your own website. You may further deposit the accepted manuscript version in any repository, provided it is only made publicly available 12 months after official publication or later and provided acknowledgement is given to the original source of publication and a link is inserted to the published article on Springer's website. The link must be accompanied by the following text: "The final publication is available at link.springer.com".

# Sumsets associated with Wythoff sequences and Fibonacci numbers 

## Sutasinee Kawsumarng ${ }^{1}$. Tammatada Khemaratchatakumthorn ${ }^{1}$. Passawan Noppakaew ${ }^{1}$. Prapanpong Pongsriiam ${ }^{1}$

© Akadémiai Kiadó, Budapest, Hungary 2020

## Abstract

Let $\alpha=(1+\sqrt{5}) / 2$ be the golden ratio, andlet $B(\alpha)=(\lfloor n \alpha\rfloor)_{n \geq 1}$ and $B\left(\alpha^{2}\right)=\left(\left\lfloor n \alpha^{2}\right\rfloor\right)_{n \geq 1}$ be the lower and upper Wythoff sequences, respectively. In this article, we obtain a new estimate concerning the fractional part $\{n \alpha\}$ and study the sumsets associated with Wythoff sequences. For example, we show that every $n \geq 4$ can be written as a sum of two terms in $B(\alpha)$ and a positive integer $n$ can be written as the sum $\lfloor a \alpha\rfloor+\left\lfloor b \alpha^{2}\right\rfloor$ for some $a, b \in \mathbb{N}$ if and only if $n$ is not one less than a Fibonacci number. The structure of the set $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ contains some kinds of fractal and palindromic patterns and is more complicated than the other sets, but we can also give a complete description of this set.

Keywords Wythoff sequence . Sumset Fibonacci number. Golden ratio - Beatty sequence Mathematics Subject Classification 11B13, 11B39

## 1 Introduction

Let $G$ be an additive abelian group, $A$ and $B$ nonempty subsets of $G$, and $x \in G$. Then the sumset $A+B$ and the translation $x+A$ are defined by

$$
A+B=\{a+b \mid a \in A \text { and } b \in B\} \text { and } x+A=A+x=\{a+x \mid a \in A\} .
$$

Additive number theory and the study of sumsets have a long history dating back at least to Lagrange in 1770 who proved that every natural number can be written as a sum of four

[^0]squares of integers. Cauchy in 1813 gave a lower bound for the cardinality of the sumset $A+B$ where $A$ and $B$ are nonempty subsets of $\mathbb{Z} / p \mathbb{Z}$. Davenport [3] rediscovered Cauchy's result in 1935 and the results is now known as the Cauchy-Davenport theorem. Several other results on sumsets and in additive number theory have been obtained by various mathematicians, and we refer the reader to the books by Freiman [8], Halberstam and Roth [10], Nathanson [17], Tao and Vu [39], and Vaughan [41] for additional details and references.

On the other hand, Wythoff sequences arise very often in combinatorics and combinatorial game theory, and so many of their combinatorial properties have been extensively studied; see for example in the work of Fraenkel [4-7], Kimberling [13,14], Pitman [23], Wythoff [42], and in the online encyclopedia OEIS [38]. However, as far as we are aware, there are no number theoretic results, at least in the spirit of this paper, concerning the sumsets associated with Wythoff sequences. This motivates us to investigate more on this topic. Note that Pitman's article [23] is closely related to ours but it focuses only on the cardinality of sumsets of certain finite Beatty sequences in connection with Sturmian words and the nearest integer algorithm.

Before proceeding further, let us introduce the notation which will be used throughout this article as follows: $x$ is a real number, $a, b, m, n$ are integers, $\alpha=(1+\sqrt{5}) / 2$ is the golden ratio, $\beta=(1-\sqrt{5}) / 2,\lfloor x\rfloor$ is the largest integer less than or equal to $x,\{x\}=x-\lfloor x\rfloor$,

$$
\begin{equation*}
B(x)=\{\lfloor n x\rfloor \mid n \in \mathbb{N}\} \text { and } B_{0}(x)=\{\lfloor n x\rfloor \mid n \geq 0\} . \tag{1.1}
\end{equation*}
$$

The set $B(x)$ is usually considered as a sequence $(\lfloor n x\rfloor)_{n \geq 1}$ and is called a Beatty sequence. The sets $B(\alpha)$ and $B\left(\alpha^{2}\right)$ are also called lower and upper Wythoff sequences, respectively; but for our purpose, it is more convenient to consider them as sets. In addition, if $P$ is a mathematical statement, then the Iverson notation $[P]$ is defined by


Recall that a generalized Fibonacci sequence $\left(f_{n}\right)_{n \geq 0}$ is defined by $f_{n}=f_{n-1}+f_{n-2}$ for $n \geq 2$ where $f_{0}$ and $f_{1}$ are arbitrary integers. If $f_{0}=0$ and $f_{1}=1$, then $\left(f_{n}\right)_{n \geq 0}=\left(F_{n}\right)_{n \geq 0}$ is the classical Fibonacci sequence, and if $f_{0}=2$ and $f_{1}=1$, then $\left(f_{n}\right)_{n \geq 0}=\left(L_{n}\right)_{n \geq 0}$ is the classical sequence of Lucas numbers. The roots of the characteristic polynomial $x^{2}-x-1$ for any generalized Fibonacci sequence ( $f_{n}$ ) are $\alpha$ and $\beta$, but it turns out that the structures of sumsets such as $B(\alpha)+B\left(\alpha^{2}\right)$ and $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ are best described in terms of the classical Fibonacci numbers $F_{n}$. We refer the reader to [11,12,19-21,24-26,33] for some recent results concerning multiplicative properties of $F_{n}$, and to $[27,28]$ for certain Diophantine equations involving additive and multiplicative properties of $F_{n}$.

In this article, we give a new estimate concerning the fractional part $\{n \alpha\}$ and study the sumsets associated with $B(\alpha)$ and $B\left(\alpha^{2}\right)$. For example, we obtain from Theorems 3.1, 3.5, and 3.8, respectively, that for every $n \geq 4, n=\lfloor a \alpha\rfloor+\lfloor b \alpha\rfloor$ for some $a, b \in \mathbb{N}$, for every $n \geq 27, n=\left\lfloor a \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$ for some $a, b, c \in \mathbb{N}$, and for every $n \geq 1$, $n=\lfloor a \alpha\rfloor+\left\lfloor b \alpha^{2}\right\rfloor$ for some $a, b \in \mathbb{N}$ if and only if $n$ is not one less than a Fibonacci number. The structure of $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ contains some kinds of fractal and palindromic patterns in each interval of the form $\left[F_{n}, F_{n+1}\right]$; see for instance Theorems 3.16, 3.17, and Remark 3.19, and so the elements in $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right) \cap\left[F_{n+1}, F_{n+2}\right]$ can be completely determined by those of $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right) \cap\left[F_{n}, F_{n+1}\right]$.

For a general result on the sumsets associated with $B(x)$ and $B\left(x^{2}\right)$ where $x$ satisfies the conditions such as $x>1$ and $x^{2}-a x-b=0$ for some $a, b \in \mathbb{Z}$, we think that the answers may be best described in terms of the Lucas sequence of the first kind. Nevertheless, the
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calculations even in the case of $B(\alpha)$ and $B\left(\alpha^{2}\right)$ are already complicated, so we postpone this for future research. See also other problems in the last section.

We arrange this article as follows. In Sect. 2, we give preliminaries and lemmas concerning the floor function, fractional parts, Beatty sequences, and Fibonacci numbers. In Sect. 3, we give our main results concerning various sumsets associated with $B(\alpha)$ and $B\left(\alpha^{2}\right)$. For more information, we invite the reader to visit the fourth author's ResearchGate website [37] for some freely downloadable articles [22,30-32,34-36] in related topics of research.

## 2 Preliminaries and lemmas

We often use the following fact: $-1<\beta<0,\left(\left|\beta^{n}\right|\right)_{n \geq 1}$ is strictly decreasing, if $a_{1}>a_{2}>\cdots>a_{r}$ are even positive integers, then $0<\beta^{a_{1}}<\beta^{a_{2}}<\cdots<\beta^{a_{r}}$, and if $b_{1}>b_{2}>\cdots>b_{r}$ are odd positive integers, then $0>\beta^{b_{1}}>\beta^{b_{2}}>\cdots>\beta^{b_{r}}$. In addition, $\alpha$ and $\beta$ are roots of the equation $x^{2}-x-1=0$. So, for instance, $\beta^{2}=\beta+1$ and $\beta^{2}+\beta^{4}=4 \beta+3$. Moreover, it is convenient to have a list of the first twenty elements of the sequences $B(\alpha)$ and $B\left(\alpha^{2}\right)$ as shown below:

$$
\begin{aligned}
B(\alpha) & =(1,3,4,6,8,9,11,12,14,16,17,19,21,22,24,25,27,29,30,32, \ldots) \text { and } \\
B\left(\alpha^{2}\right) & =(2,5,7,10,13,15,18,20,23,26,28,31,34,36,39,41,44,47,49,52, \ldots) .
\end{aligned}
$$

The following results are also applied throughout this article sometimes without reference.
Lemma 2.1 For $n \in \mathbb{Z}$ and $x, y \in \mathbb{R}$, the following statements hold.
(i) $\lfloor n+x\rfloor=n+\lfloor x\rfloor$
(ii) $\{n+x\}=\{x\}$.
(iii) $0 \leq\{x\}<1$
(iv) $\lfloor x+y\rfloor= \begin{cases}\lfloor x\rfloor+\lfloor y\rfloor, & \text { if }\{x\}+\{y\}<1, \\ \lfloor x\rfloor+\lfloor y\rfloor+1, & \text { if }\{x\}+\{y\} \geq 1 .\end{cases}$

Proof These are well-known and can be proved easily. For more details, see in [9, Chapter 3]. We also refer the reader to [18] and [35, Proof of Lemma 2.6] for a nice application of these properties.

Lemma 2.2 The following statements hold for all $n \in \mathbb{N}$.
(i) (Binet's formula) $F_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta}$.
(ii) $\beta^{n+1}=\beta F_{n+1}+F_{n}$.
(iii) $F_{n+1}=\beta^{n}+\alpha F_{n}$.

Proof The proof of (i) and (ii) can be found in [16, pp. 78-79]. The statement (iii) follows from (ii) and the fact that $\alpha \beta=-1$. See also [29] for a result concerning the generating function of the Fibonacci sequence.

Lemma 2.3 (Zeckendorf's theorem) For each $n \in \mathbb{N}, n=F_{a_{1}}+F_{a_{2}}+\cdots+F_{a_{\ell}}$ where $F_{a_{1}}$ is the largest Fibonacci number not exceeding $n, a_{\ell} \geq 2$, and $a_{i-1}-a_{i} \geq 2$ for every $i=2,3, \ldots, \ell$.

Proof This is well-known and can be proved by using the greedy algorithm ([40, pp. 108-109] or [43]). See also [15] for a more general result.

Lemma 2.4 If $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{R}$, then

$$
\left\{x_{1}+x_{2}+\cdots+x_{n}\right\}=\left\{\left\{x_{1}\right\}+\left\{x_{2}\right\}+\cdots+\left\{x_{n}\right\}\right\} .
$$

Proof We can write $x_{1}+x_{2}+\cdots+x_{n}=m+\left\{x_{1}\right\}+\left\{x_{2}\right\}+\cdots+\left\{x_{n}\right\}$, where $m=$ $\left\lfloor x_{1}\right\rfloor+\left\lfloor x_{2}\right\rfloor+\cdots+\left\lfloor x_{n}\right\rfloor \in \mathbb{Z}$. So this lemma follows immediately from Lemma 2.1(ii).

Lemma 2.5 Let $n \in \mathbb{N}$. Then the following statements hold.
(i) $\left\lfloor F_{n} \alpha\right\rfloor=F_{n+1}-[n \equiv 0(\bmod 2)]$.
(ii) $\left\lfloor F_{n} \alpha^{2}\right\rfloor=F_{n+2}-[n \equiv 0(\bmod 2)]$.
(iii) $\left\{F_{n} \alpha\right\}=-\beta^{n}+[n \equiv 0(\bmod 2)]$.
(iv) $\left\{F_{n} \alpha^{2}\right\}=\left\{F_{n} \alpha\right\}$.

Proof By Lemmas 2.2 and 2.1, we obtain $\left\lfloor F_{n} \alpha\right\rfloor=\left\lfloor F_{n+1}-\beta^{n}\right\rfloor=F_{n+1}+\left\lfloor-\beta^{n}\right\rfloor$. If $n$ is even, then $0<\beta^{n}<1$ and so $\left\lfloor-\beta^{n}\right\rfloor=-1$. If $n$ is odd, then $-1<\beta^{n}<0$ and so $\left\lfloor-\beta^{n}\right\rfloor=0$. Therefore $\left\lfloor-\beta^{n}\right\rfloor=-[n \equiv 0(\bmod 2)]$. This implies (i). Then (ii) follows from (i) by writing $\alpha^{2}=\alpha+1$ and $\left\lfloor F_{n} \alpha^{2}\right\rfloor=\left\lfloor F_{n} \alpha+F_{n}\right\rfloor=\left\lfloor F_{n} \alpha\right\rfloor+F_{n}$. Next, $\left\{F_{n} \alpha\right\}=F_{n} \alpha-\left\lfloor F_{n} \alpha\right\rfloor$, so (iii) can be obtained from (i) and Lemma 2.2. For (iv), we have $\left\{F_{n} \alpha^{2}\right\}=\left\{F_{n} \alpha+F_{n}\right\}=\left\{F_{n} \alpha\right\}$.

Lemma 2.6 (Beatty's theorem [1,2]) Let x and y be irrational numbers such that $x, y>1$ and $\frac{1}{x}+\frac{1}{y}=1$. Then $B(x) \cup B(y)=\mathbb{N}$ and $B(x) \cap B(y)=\emptyset$. In particular, $B(\alpha) \cup B\left(\alpha^{2}\right)=\mathbb{N}$ and $B(\alpha) \cap B\left(\alpha^{2}\right)=\emptyset$.

If $A=\left(a_{n}\right)_{n \geq 1}$ is a sequence, then a segment of $A$ is a finite sequence of the form $\left(a_{k}, a_{k+1}, \ldots, a_{k+m}\right)$ for some $k, m \in \mathbb{N}$. Then we have the following results.

## Lemma 2.7 The following statements hold.

(i) For each $b \in \mathbb{N},\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor$ is either 1 or 2 .
(ii) For each $b \in \mathbb{N}$, if $\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor=1$ then $\lfloor(b+2) \alpha\rfloor-\lfloor(b+1) \alpha\rfloor=2$.
(iii) The sequence $(\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor)_{b \geq 1}$ does not contain the segment $(2,2,2)$.

Proof Let $b \in \mathbb{N}$. By Lemma 2.1, $\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor=\lfloor b \alpha+\alpha\rfloor-\lfloor b \alpha\rfloor=\lfloor\alpha\rfloor$ or $\lfloor\alpha\rfloor+1=1$ or 2. This proves (i). For (ii), suppose that $\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor=1=\lfloor(b+2) \alpha\rfloor-\lfloor(b+1) \alpha\rfloor$. Then $2=\lfloor(b+2) \alpha\rfloor-\lfloor b \alpha\rfloor \geq\lfloor 2 \alpha\rfloor \geq 3$, which is a contradiction. For (iii), suppose that $(2,2,2)$ is a segment of the sequence $(\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor)_{b \geq 1}$, that is, there exists $b \in \mathbb{N}$ such that

$$
\begin{array}{r}
\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor=2, \\
\lfloor(b+2) \alpha\rfloor-\lfloor(b+1) \alpha\rfloor=2, \\
\lfloor(b+3) \alpha\rfloor-\lfloor(b+2) \alpha\rfloor=2 . \tag{2.3}
\end{array}
$$

Adding (2.1)-(2.3), we have $6=\lfloor(b+3) \alpha\rfloor-\lfloor b \alpha\rfloor \leq\lfloor 3 \alpha\rfloor+1=5$, which is a contradiction.

Lemma 2.8 Let $b \in \mathbb{N}$. Then the following statements hold.
(i) $\left\lfloor(b+1) \alpha^{2}\right\rfloor-\left\lfloor b \alpha^{2}\right\rfloor$ is either 2 or 3 .
(ii) If $\left\lfloor(b+1) \alpha^{2}\right\rfloor-\left\lfloor b \alpha^{2}\right\rfloor=2$, then $\left\lfloor(b+2) \alpha^{2}\right\rfloor-\left\lfloor(b+1) \alpha^{2}\right\rfloor=3$.
(iii) The sequence $\left(\left\lfloor(b+1) \alpha^{2}\right\rfloor-\left\lfloor b \alpha^{2}\right\rfloor\right)_{b \geq 1}$ does not contain the segment $(3,3,3)$.

Proof By Lemma 2.1, $\left\lfloor(b+1) \alpha^{2}\right\rfloor-\left\lfloor b \alpha^{2}\right\rfloor=\lfloor(b+1) \alpha\rfloor-\lfloor b \alpha\rfloor+1$. Therefore this lemma is an immediate consequence of Lemma 2.7.

## Author's personal copy

Sumsets associated with Wythoff sequences and Fibonacci...

## 3 Main results

In this section, we study various sumsets associated with Wythoff sequences. We begin with simple cases such as $B(\alpha)+B(\alpha)$ and $B_{0}(\alpha)+B(\alpha)$.

Theorem 3.1 Let $B(\alpha)$ and $B_{0}(\alpha)$ be the sets as defined in (1.1). Then

$$
B(\alpha)+B(\alpha)=\mathbb{N} \backslash\{1,3\} \text { and } B_{0}(\alpha)+B(\alpha)=\mathbb{N}
$$

Proof It is easy to check that $1,3 \notin B(\alpha)+B(\alpha)$ and $2=\lfloor\alpha\rfloor+\lfloor\alpha\rfloor \in B(\alpha)+B(\alpha)$. So we let $n \geq 4$ and show that $n \in B(\alpha)+B(\alpha)$. Let $b$ be the largest positive integer such that $b \alpha<n$. Then $b \geq 2$ and $\lfloor b \alpha\rfloor<n \leq\lfloor(b+1) \alpha\rfloor$. By Lemma 2.7(i), $n=\lfloor b \alpha\rfloor+k$, where $k$ is either 1 or 2 . If $k=1$, then $n=\lfloor b \alpha\rfloor+\lfloor\alpha\rfloor \in B(\alpha)+B(\alpha)$. So assume that $k=2$. By Lemma 2.7(i), we can divide the proof into two cases. If $\lfloor b \alpha\rfloor-\lfloor(b-1) \alpha\rfloor=1$, then $n=\lfloor b \alpha\rfloor+2=\lfloor(b-1) \alpha\rfloor+3=\lfloor(b-1) \alpha\rfloor+\lfloor 2 \alpha\rfloor$. If $\lfloor b \alpha\rfloor-\lfloor(b-1) \alpha\rfloor=2$, then $n=\lfloor b \alpha\rfloor+2=\lfloor(b-1) \alpha\rfloor+4=\lfloor(b-1) \alpha\rfloor+\lfloor 3 \alpha\rfloor$. In any case, we have $n \in B(\alpha)+B(\alpha)$, as desired. Since 1 and 3 are in $B_{0}(\alpha)+B(\alpha)$ and $B(\alpha)+B(\alpha) \subseteq B_{0}(\alpha)+B(\alpha)$, we obtain that $B_{0}(\alpha)+B(\alpha)=\mathbb{N}$.

Theorem 3.2 Let $B(\alpha)$ and $B\left(\alpha^{2}\right)$ be defined as in (1.1) and $n \geq 3$. Then the following statements hold.
(i) $F_{n} \in B(\alpha)$ if and only if $n$ is even.
(ii) $F_{n} \in B\left(\alpha^{2}\right)$ if and only if $n$ is odd.
(iii) $F_{n}-1 \in B(\alpha)$ if and only if $n$ is odd.
(iv) $F_{n}-1 \in B\left(\alpha^{2}\right)$ if and only if $n$ is even.

Proof By Lemma 2.5, we have

Case 1: $n$ is even. Then by the above equality, we have $F_{n}-1 \in B\left(\alpha^{2}\right)$ and $F_{n} \in B(\alpha)$. Then by Lemma 2.6, $F_{n}-1 \notin B(\alpha)$ and $F_{n} \notin B\left(\alpha^{2}\right)$.
Case 2: $n$ is odd. Then $F_{n} \in B\left(\alpha^{2}\right)$ and $F_{n}-1 \in B(\alpha)$. Then by Lemma 2.6, $F_{n} \notin B(\alpha)$ and $F_{n}-1 \notin B\left(\alpha^{2}\right)$. This implies the desired result.

The calculation of $B(\alpha)+B\left(\alpha^{2}\right)$ is a bit more complicated than $B(\alpha)+B(\alpha)$ and we need the following theorem.

Theorem 3.3 Let $n \geq 3$ and $1 \leq b \leq F_{n+1}$. If $b \neq F_{n}$, then $0<\{b \alpha\}+\beta^{n}<1$. If $b=F_{n}$, then $\{b \alpha\}+\beta^{n}=[n \equiv 0(\bmod 2)]$.

Proof We use Lemma 2.5 repeatedly without reference. If $b=F_{n}$, then the result follows immediately. If $b=F_{n+1}$, then $\{b \alpha\}+\beta^{n}$ is equal to

$$
\begin{aligned}
-\beta^{n+1}+[n+1 \equiv 0 \quad(\bmod 2)]+\beta^{n} & =-\beta^{n-1}+[n-1 \equiv 0 \quad(\bmod 2)] \\
& =\left\{F_{n-1} \alpha\right\} \in(0,1)
\end{aligned}
$$

Next we consider the case $b=F_{k}$ for some $k \in\{2,3, \ldots, n-1\}$. If $k$ is even and $n$ is odd, then

$$
1>\{b \alpha\}>\{b \alpha\}+\beta^{n}=1-\beta^{k}+\beta^{n} \geq 1-\beta^{2}+\beta^{3}=1+\beta>0 .
$$

If $k$ and $n$ are even, then $0<\{b \alpha\}+\beta^{n}=1-\beta^{k}+\beta^{n}<1$. Similarly, if $k$ is odd and $n$ is even, then $0<\{b \alpha\}+\beta^{n}=-\beta^{k}+\beta^{n} \leq \beta^{n}-\beta^{3} \leq \beta^{4}-\beta^{3}=\beta^{2}<1$. If $k$ and $n$ are odd, then $1>\{b \alpha\}+\beta^{n}=-\beta^{k}+\bar{\beta}^{n}>0$. Hence this theorem is verified in the case $b=F_{k}$ for some $k \leq n+1$. Next, we suppose that $F_{k}<b<F_{k+1}$ for some $k \in\{4,5, \ldots, n\}$. By Lemma 2.3, we can write $b=F_{a_{1}}+F_{a_{2}}+\cdots+F_{a_{\ell}}$ where $\ell \geq 2$, $k=a_{1}>a_{2}>\cdots>a_{\ell} \geq 2$, and $a_{i-1}-a_{i} \geq 2$ for every $i=2,3, \ldots, \ell$. Then by Lemma 2.4, we obtain $\{b \alpha\}=\left\{\left\{F_{a_{1}} \alpha\right\}+\left\{F_{a_{2}} \alpha\right\}+\cdots+\left\{F_{a_{\ell}} \alpha\right\}\right\}$, which is equal to

$$
\left\{\left(1-\beta^{b_{1}}+1-\beta^{b_{2}}+\cdots+1-\beta^{b_{r}}\right)+\left(-\beta^{c_{1}}-\beta^{c_{2}}-\cdots-\beta^{c_{s}}\right)\right\}
$$

where $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\} \cup\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}=\left\{a_{1}, a_{2}, \ldots, a_{\ell}\right\}, b_{1}, b_{2}, \ldots, b_{r}$ are even, and $c_{1}, c_{2}, \ldots, c_{s}$ are odd.

Remark that one of the sets $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\},\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ may be empty. In that case, such the set disappears from the subsequent calculation. Also, for convenience, we let $A=\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}+\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}$. Then by Lemma 2.1, $\{b \alpha\}=\{-A\}$.
Case 1: $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ is empty. Then $A=\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}>\beta^{3}+\beta^{5}+\beta^{7}+\cdots=$ $\frac{\beta^{3}}{1-\beta^{2}}=-\beta^{2}$. Therefore $0<-A<\beta^{2}<1$ and so $\{b \alpha\}=\{-A\}=-A-\lfloor-A\rfloor=-A$. Then

$$
\{b \alpha\}+\beta^{n}<\beta^{2}+\beta^{n} \leq \beta^{2}+\beta^{4}=4 \beta+3<1
$$

It remains to show that $\{b \alpha\}+\beta^{n}>0$. If $n$ is even, then obviously $\{b \alpha\}+\beta^{n}>0$. So assume that $n$ is odd. Since $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ is empty, we see that $a_{1}$ is odd and $-A>-\beta^{a_{1}}$. Therefore $\{b \alpha\}+\beta^{n}>-\beta^{a_{1}}+\beta^{n} \geq 0$, as required.
Case 2: $\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ is empty. Then $A=\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<\beta^{2}+\beta^{4}+\beta^{6}+\cdots=$ $\frac{\beta^{2}}{1-\beta^{2}}=-\beta$. In addition, $a_{1}$ is even and $A>\beta^{a_{1}}$. Therefore $-\beta^{a}>-A>\beta>-1$ and so $\{b \alpha\}=\{-A\}=1-A$. Then $\{b \alpha\}+\beta^{n}<1-\beta^{a_{1}}+\beta^{n} \leq 1$, and $\{b \alpha\}+\beta^{n}>1+\beta+\beta^{n} \geq$ $1+\beta+\beta^{3}=3 \beta+2>0$.

Case 3: $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ are not empty. Then there is some cancellation in the sum defining $A$. Similar to Case 1 and Case 2, we have $A<\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<-\beta$ and $A>\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}>-\beta^{2}$.
Case 3.1: $A$ is positive. Then $-1<\beta<-A<0$ and $\{b \alpha\}+\beta^{n}=1-A+\beta^{n}$. So it suffices to show that $\beta^{n}<A<1+\beta^{n}$. Since $A<-\beta$, we obtain $A-\beta^{n}<-\beta-\beta^{3}=-3 \beta-1<1$, which implies $A<1+\beta^{n}$. So it remains to show that $A>\beta^{n}$. If $n$ is odd, then $A>0>\beta^{n}$. So suppose that $n$ is even. Let $u$ be the smallest even number among $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $v$ the smallest odd number among $\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$. Since $a_{i}-a_{i-1} \geq 2$ for all $i=2,3, \ldots, \ell$ and $a_{1}=k \leq n$, we obtain $u \leq n$ and $|v-u| \geq 3$. Then

$$
\begin{align*}
& \beta^{u}<\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<\beta^{u}+\beta^{u+2}+\beta^{u+4}+\cdots=\frac{\beta^{u}}{1-\beta^{2}}=-\beta^{u-1}  \tag{3.1}\\
& \beta^{v}>\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}>\beta^{v}+\beta^{v+2}+\beta^{v+4}+\cdots=\frac{\beta^{v}}{1-\beta^{2}}=-\beta^{v-1} \tag{3.2}
\end{align*}
$$

By (3.1) and (3.2), we obtain $\beta^{u}-\beta^{v-1}<A<\beta^{v}-\beta^{u-1}$. Since $|v-u| \geq 3$, we see that either $v-u \geq 3$ or $v-u \leq-3$. Suppose for a contradiction that $v-u \leq-3$. Since $v \leq u-3$ and both $v$ and $u-3$ are odd, we have $\beta^{v} \leq \beta^{u-3}$. So $A<\beta^{u-3}-\beta^{u-1}=$ $\beta^{u-3}\left(1-\beta^{2}\right)=-\beta^{u-2}<0$, which contradicts the assumption that $A$ is positive. Hence $v-u \geq 3$. Since $v-1 \geq u+2$ and both $v-1$ and $u+2$ are even, $\beta^{v-1} \leq \beta^{u+2}$. So
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$A>\beta^{u}-\beta^{u+2}=\beta^{u}\left(1-\beta^{2}\right)=-\beta^{u+1}$. We have $u \leq v-3 \leq a_{1}-3 \leq n-3$. Therefore $-\beta^{u+1}=|\beta|^{u+1}>|\beta|^{n}=\beta^{n}$. Therefore $A>\beta^{n}$, as desired.
Case 3.2: $A$ is negative. Then $0<-A<\beta^{2}<1$ and

$$
\{b \alpha\}+\beta^{n}=\{-A\}+\beta^{n}=-A+\beta^{n}<\beta^{2}+\beta^{n} \leq \beta^{2}+\beta^{4}=4 \beta+3<1
$$

To show that $\{b \alpha\}+\beta^{n}>0$, it is enough to show that $\beta^{n}>A$. If $n$ is even, then obviously $\beta^{n}>0>A$. So assume that $n$ is odd. Let $u$ and $v$ be as in Case 3.1. Then we obtain $u \leq n$, $|v-u| \geq 3$, the inequalities in (3.1) and (3.2) hold, and $\beta^{u}-\beta^{v-1}<A<-\beta^{u-1}+\beta^{v}$. Again, we have either $v-u \geq 3$ or $v-u \leq-3$. Suppose for a contradiction that $v-u \geq 3$. Following the argument in Case 3.1, we obtain $A>\beta^{u}-\beta^{v-1} \geq-\beta^{u+1}>0$, which contradicts the assumption that $A$ is negative. Therefore $v-u \leq-3$. Then $A<-\beta^{u-1}+$ $\beta^{v} \leq-\beta^{u-1}+\beta^{u-3}=-\beta^{u-2}$. Since $u-2<n, u$ is even, and $n$ is odd, we obtain $-\beta^{u-2}=-|\beta|^{u-2}<-|\beta|^{n}=\beta^{n}$. Therefore $A<\beta^{n}$, as desired. Hence the proof is complete.

Corollary 3.4 For each $n \geq 3$ and $1 \leq b \leq F_{n+1}$, we have

$$
F_{n+1}=\left\lfloor\left(F_{n}-b\right) \alpha\right\rfloor+\lfloor b \alpha\rfloor+1-\delta \text { and } F_{n+2}=\left\lfloor\left(F_{n}-b\right) \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor+1-\delta,
$$

where $\delta=[n \equiv 1(\bmod 2)]\left[b=F_{n}\right]$.
Proof Let $n \geq 3$ and $1 \leq b \leq F_{n+1}$. If $b=F_{n}$, then we obtain by Lemma 2.5 that $\left\lfloor\left(F_{n}-b\right) \alpha\right\rfloor+\lfloor b \alpha\rfloor+1-\delta=F_{n+1}-[n \equiv 0(\bmod 2)]+1-[n \equiv 1(\bmod 2)]=F_{n+1}$. So suppose $b \neq F_{n}$. Then $\delta=0$ and we obtain by Lemmas 2.1, 2.2 and Theorem 3.3, respectively, that $\left\lfloor\left(F_{n}-b\right) \alpha\right\rfloor+\lfloor b \alpha\rfloor+1-\delta$ is equal to
$\left\lfloor F_{n} \alpha-b \alpha+\lfloor b \alpha\rfloor+1\right\rfloor=\left\lfloor F_{n+1}-\beta^{n}-\{b \alpha\}+1\right\rfloor=F_{n+1}+\left\lfloor 1-\{b \alpha\}-\beta^{n}\right\rfloor=F_{n+1}$.
This proves the first equality. By writing $\alpha^{2}=\alpha+1$ and applying Lemma 2.1, we see that

$$
\left\lfloor\left(F_{n}-b\right) \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor+1-\delta=\left\lfloor\left(F_{n}-b\right) \alpha\right\rfloor+\lfloor b \alpha\rfloor+1-\delta+F_{n}=F_{n+2}
$$

Theorem 3.5 Let $B(\alpha), B_{0}(\alpha), B\left(\alpha^{2}\right)$, and $B_{0}\left(\alpha^{2}\right)$ be the sets as defined in (1.1). Then we have
(i) $B(\alpha)+B\left(\alpha^{2}\right)=\mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right\}$,
(ii) $B_{0}(\alpha)+B\left(\alpha^{2}\right)=\mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right.$ and $n$ is odd $\}$, and
(iii) $B(\alpha)+B_{0}\left(\alpha^{2}\right)=\mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right.$ and $n$ is even $\}$.

Proof We first show that $B(\alpha)+B\left(\alpha^{2}\right) \subseteq \mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right\}$. It is easy to check that $F_{3}-1, F_{4}-1 \notin B(\alpha)+B\left(\alpha^{2}\right)$. So let $n \geq 5$. In order to get a contradiction, suppose $F_{n}-1$ is in $B(\alpha)+B\left(\alpha^{2}\right)$. Then $F_{n}-1=\lfloor b \alpha\rfloor+\left\lfloor a \alpha^{2}\right\rfloor$ for some $a, b \in \mathbb{N}$. If $b \geq F_{n-1}$, then we obtain by Lemma 2.5 that

$$
\lfloor b \alpha\rfloor+\left\lfloor a \alpha^{2}\right\rfloor \geq\left\lfloor F_{n-1} \alpha\right\rfloor+\left\lfloor\alpha^{2}\right\rfloor=F_{n}-[n \equiv 1 \quad(\bmod 2)]+2>F_{n}-1
$$

which is not in case. So $b<F_{n-1}$. Replacing $n$ by $n-1$ in Corollary 3.4, we have $\left\lfloor a \alpha^{2}\right\rfloor=$ $F_{n}-1-\lfloor b \alpha\rfloor=\left\lfloor\left(F_{n-1}-b\right) \alpha\right\rfloor \in B(\alpha)$, so $\left\lfloor a \alpha^{2}\right\rfloor \in B(\alpha) \cap B\left(\alpha^{2}\right)$, which contradicts Lemma 2.6. Therefore $F_{n}-1 \notin B(\alpha)+B\left(\alpha^{2}\right)$ for any $n \geq 3$. This shows that $B(\alpha)+B\left(\alpha^{2}\right)$ is a subset of $\mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right\}$. For the other direction, let $m \in \mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right\}$. Then
there exists $n \in \mathbb{N}$ such that $n \geq 3$ and $F_{n}-1<m<F_{n+1}-1$. Thus $m=F_{n}-1+b$ where $1 \leq b<F_{n-1}$. By Corollary 3.4 , we obtain $m=\left\lfloor\left(F_{n-1}-b\right) \alpha\right\rfloor+\lfloor b \alpha\rfloor+b=$ $\left\lfloor\left(F_{n-1}-b\right) \alpha\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor \in B(\alpha)+B\left(\alpha^{2}\right)$. This proves (i). Next $B_{0}(\alpha)+B\left(\alpha^{2}\right)=(B(\alpha)+$ $\left.B\left(\alpha^{2}\right)\right) \cup B\left(\alpha^{2}\right)=\mathbb{N} \backslash\left\{F_{n}-1 \mid n \geq 3\right.$ and $n$ is odd $\}$, by (i) and Theorem 3.2. Similarly, (iii) can be obtained by using (i) and Theorem 3.2. This completes the proof.

Remark 3.6 It follows immediately from Beatty's theorem that $B_{0}(\alpha)+B_{0}\left(\alpha^{2}\right)=\mathbb{N}$.
Theorem 3.7 Let $B(\alpha), B_{0}(\alpha), B\left(\alpha^{2}\right)$, and $B_{0}\left(\alpha^{2}\right)$ be defined as in (1.1). Then the following statements hold.
(i) $B(\alpha)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)=\mathbb{N} \backslash\{1,2,3,4,6,9\}$.
(ii) $B_{0}(\alpha)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)=\mathbb{N} \backslash\{1,2,3,6\}$.
(iii) $B(\alpha)+B\left(\alpha^{2}\right)+B_{0}\left(\alpha^{2}\right)=\mathbb{N} \backslash\{1,2,4\}$.
(iv) $B(\alpha)+B_{0}\left(\alpha^{2}\right)+B_{0}\left(\alpha^{2}\right)=\mathbb{N} \backslash\{2\}$.

Proof We can write Theorem 3.5 in another form as

$$
B(\alpha)+B\left(\alpha^{2}\right)=\bigcup_{n=4}^{\infty}\left(\left(F_{n}-1, F_{n+1}-1\right) \cap \mathbb{N}\right)=\bigcup_{n=4}^{\infty}\left(\left[F_{n}, F_{n+1}-2\right] \cap \mathbb{N}\right)
$$

Then $B(\alpha)+B\left(\alpha^{2}\right)+\left\lfloor\alpha^{2}\right\rfloor=\bigcup_{n=4}^{\infty}\left(\left[F_{n}+2, F_{n+1}\right] \cap \mathbb{N}\right)=\mathbb{N} \backslash A$, where $A=\left\{F_{n}+1 \mid\right.$ $n \geq 5\} \cup\{1,2,3,4\}$. Similarly, $B(\alpha)+B\left(\alpha^{2}\right)+\left\lfloor 2 \alpha^{2}\right\rfloor=\mathbb{N} \backslash B$ where $B=\left\{F_{m}+4 \mid m \geq\right.$ $2\} \cup\{1,2,3,4\}$. Therefore $\mathbb{N} \backslash(A \cap B)=(\mathbb{N} \mid A) \cup(\mathbb{N} \backslash B) \subseteq B(\alpha)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. It is easy to see that

$$
\begin{aligned}
A \cap B & =\left(\left\{F_{n}+1 \mid n \geq 5\right\} \cap\left\{F_{m}+4 \mid m \geq 2\right\}\right) \cup\{1,2,3,4\} \\
& =\left(\left\{F_{n}+1 \mid n \geq 7\right\} \cap\left\{F_{m}+4 \mid m \geq 6\right\}\right) \cup\{1,2,3,4,6,9\} .
\end{aligned}
$$

If $n \geq 7, m \geq 6$, and $F_{n}+1=F_{m}+4$, then $n>m$ and $3=F_{n}-F_{m} \geq F_{n}-F_{n-1}=$ $F_{n-2} \geq 5$, which is a contradiction. So $\left\{F_{n}+1 \mid n \geq 7\right\} \cap\left\{F_{m}+4 \mid m \geq 6\right\}=\emptyset$. Therefore $A \cap B=\{1,2,3,4,6,9\}$ and thus $\mathbb{N} \backslash\{1,2,3,4,6,9\} \subseteq B(\alpha)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. It is easy to check that $1,2,3,4,6,9 \notin B(\alpha)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. This proves (i). The other parts follows from (i) and a straightforward verification.

The structure of $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ seems to be the most complicated among sumsets associated with $B(\alpha)$ and $B\left(\alpha^{2}\right)$. So we first consider a simpler sumset $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+$ $B\left(\alpha^{2}\right)$.
Theorem 3.8 Let $B\left(\alpha^{2}\right)$ and $B_{0}\left(\alpha^{2}\right)$ be defined as in (1.1). Then we have

$$
\begin{aligned}
B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) & =\mathbb{N} \backslash\{1,2,3,4,5,7,8,10,13,18,26\}, \\
B_{0}\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) & =\mathbb{N} \backslash\{1,2,3,5,8,13\}, \\
B_{0}\left(\alpha^{2}\right)+B_{0}\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) & =\mathbb{N} \backslash\{1,3,8\} .
\end{aligned}
$$

Proof Let $A_{1}=\left\lfloor 4 \alpha^{2}\right\rfloor+\left\lfloor 6 \alpha^{2}\right\rfloor+B\left(\alpha^{2}\right), A_{2}=\left\lfloor 5 \alpha^{2}\right\rfloor+\left\lfloor 5 \alpha^{2}\right\rfloor+B\left(\alpha^{2}\right)$, and $A_{3}=$ $\left\lfloor 3 \alpha^{2}\right\rfloor+\left\lfloor 8 \alpha^{2}\right\rfloor+B\left(\alpha^{2}\right)$. We first show that $A_{1} \cup A_{2} \cup A_{3}=\{n \in \mathbb{N} \mid n \geq 27\}$. Note that $\left\lfloor 3 \alpha^{2}\right\rfloor,\left\lfloor 4 \alpha^{2}\right\rfloor,\left\lfloor 5 \alpha^{2}\right\rfloor,\left\lfloor 6 \alpha^{2}\right\rfloor,\left\lfloor 8 \alpha^{2}\right\rfloor$ are equal to $7,10,13,15,20$, respectively. Then it is easy to see that every element in $A_{1} \cup A_{2} \cup A_{3}$ is larger than or equal to 27 . Next, let $n \geq 27$. Then there exists $k \in \mathbb{N}$ such that

$$
\left\lfloor 4 \alpha^{2}\right\rfloor+\left\lfloor 6 \alpha^{2}\right\rfloor+\left\lfloor k \alpha^{2}\right\rfloor \leq n<\left\lfloor 4 \alpha^{2}\right\rfloor+\left\lfloor 6 \alpha^{2}\right\rfloor+\left\lfloor(k+1) \alpha^{2}\right\rfloor .
$$
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By Lemma 2.8, we have $\left\lfloor(k+1) \alpha^{2}\right\rfloor-\left\lfloor k \alpha^{2}\right\rfloor=2$ or 3, and so $n=\left\lfloor 4 \alpha^{2}\right\rfloor+\left\lfloor 6 \alpha^{2}\right\rfloor+\left\lfloor k \alpha^{2}\right\rfloor+b$, where $b=0,1$ or 2 . If $b=0$, then $n \in A_{1}$. If $b=1$, then $n=\left\lfloor 4 \alpha^{2}\right\rfloor+\left\lfloor 6 \alpha^{2}\right\rfloor+\left\lfloor k \alpha^{2}\right\rfloor+1=$ $\left\lfloor 5 \alpha^{2}\right\rfloor+\left\lfloor 5 \alpha^{2}\right\rfloor+\left\lfloor k \alpha^{2}\right\rfloor \in A_{2}$. Similarly, if $b=2$, then $n=\left\lfloor 3 \alpha^{2}\right\rfloor+\left\lfloor 8 \alpha^{2}\right\rfloor+\left\lfloor k \alpha^{2}\right\rfloor \in A_{3}$. In any case, $n \in A_{1} \cup A_{2} \cup A_{3}$, as required. This implies that $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ contains $\mathbb{N} \cap[27, \infty)$. For the integers in $\mathbb{N} \cap[1,26]$, we can straightforwardly check whether they are in $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ or not. For the reader's convenience, we give the integers which are in $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ as follows: $6=2+2+2,9=5+2+2,11=7+2+2$, $12=5+5+2,14=10+2+2,15=5+5+5,16=7+7+2,17=7+5+5$, $19=15+2+2,20=10+5+5,21=7+7+7,22=18+2+2,23=13+5+5$, $24=20+2+2,25=15+5+5$. This proves the first part. The other parts follow from the first part and straightforward verification.

In order to prove Theorem 3.10, it is convenient to use the following observation.
Lemma 3.9 Let $n \geq 3, a \in \mathbb{Z}_{\text {, }}$ and $b, c \in \mathbb{N}$. If $F_{n}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$, then $b$ and $c$ are less than $F_{n-2}+\frac{\bar{a}}{\alpha^{2}}$.

Proof If $b$ or $c \geq F_{n-2}+\frac{a}{\alpha^{2}}$, then $\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$ is larger than or equal to

$$
\left\lfloor F_{n-2} \alpha^{2}+a\right\rfloor+\left\lfloor\alpha^{2}\right\rfloor=F_{n}-[n \equiv 0(\bmod 2)]+a+2>F_{n}+a
$$

The positive integers in $\mathbb{N} \backslash\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)$ are $1,2,3,5,6,8,11,13,16,19,21,24$, $29,32,34,37,42,45,50,53,55, \ldots$. From this, we notice the following pattern.
Theorem 3.10 Let $n \in \mathbb{N}$ and $B\left(\alpha^{2}\right)$ the Beatty set as defined in (1.1). Then the following statements hold.
(i) $F_{n} \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(ii) If $n \geq 5$, then $F_{n}-1 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(iii) If $n \neq 1,2,3,5$, then $F_{n}+1 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(iv) $F_{n}-2 \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$
(v) If $n \neq 1,2,4$, then $F_{n}+2 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(vi) If $n \geq 7$, then $F_{n}-3 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.
(vii) If $n \geq 3$, then $F_{n}+3 \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.

Proof For $n \leq 6$, the result is easily checked. So we assume throughout that $n \geq 7$. For (i), suppose for a contradiction that $F_{n} \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then $F_{n}=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$ for some $a, b \in \mathbb{N}$. By Lemma 3.9, $b$ and $c$ are less than $F_{n-2}$. By Corollary 3.4,

$$
\left\lfloor c \alpha^{2}\right\rfloor-\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor=F_{n}-\left\lfloor b \alpha^{2}\right\rfloor-\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor=1 .
$$

But by Lemma 2.8, we know that the difference between the elements in $B\left(\alpha^{2}\right)$ is at least two. So we obtain a contradiction. This proves (i). The statements (ii), (iii), (v), and (vi) also follow from applications of Corollary 3.4 as follows:

$$
\begin{aligned}
F_{n}-1 & =\left\lfloor\left(F_{n-2}-1\right) \alpha^{2}\right\rfloor+\left\lfloor\alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right), \\
F_{n}+1 & =\left\lfloor\left(F_{n-2}-2\right) \alpha^{2}\right\rfloor+\left\lfloor 2 \alpha^{2}\right\rfloor+2 \\
& =\left\lfloor\left(F_{n-2}-2\right) \alpha^{2}\right\rfloor+\left\lfloor 3 \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right), \\
F_{n}+2 & =\left\lfloor\left(F_{n-2}-1\right) \alpha^{2}\right\rfloor+\left\lfloor\alpha^{2}\right\rfloor+3
\end{aligned}
$$

$$
\begin{aligned}
& =\left\lfloor\left(F_{n-2}-1\right) \alpha^{2}\right\rfloor+\left\lfloor 2 \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right), \\
F_{n}-3 & =\left\lfloor\left(F_{n-2}-3\right) \alpha^{2}\right\rfloor+\left\lfloor 3 \alpha^{2}\right\rfloor-2 \\
& =\left\lfloor\left(F_{n-2}-3\right) \alpha^{2}\right\rfloor+\left\lfloor 2 \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) .
\end{aligned}
$$

So it remains to prove (iv) and (vii). Similar to the proof of (i), if $F_{n}-2=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$, then we have $b, c<F_{n-2}-\frac{2}{\alpha^{2}}, F_{n}=\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor+1$, and $\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor-$ $\left\lfloor c \alpha^{2}\right\rfloor=\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor-\left(F_{n}-2-\left\lfloor b \alpha^{2}\right\rfloor\right)=1$, which contradicts Lemma 2.8. For (vii), suppose that $F_{n}+3=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$ for some $b, c \in \mathbb{N}$. Then by Lemma 3.9, $b$ and $c$ $<F_{n-2}+\frac{3}{\alpha^{2}}<F_{n-1}$. If $b$ and $c=F_{n-2}$, then $F_{n}+3=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor=2 F_{n}-2[n \equiv 0$ $(\bmod 2)]$, which leads to $F_{7} \leq F_{n}=3+2[n \equiv 0(\bmod 2)] \leq 5$, a contradiction. So one of $b, c$ is not equal to $F_{n-2}$. Without loss of generality, assume that $b \neq F_{n-2}$. So we can apply Corollary 3.4 and follow the same idea to obtain $\left\lfloor c \alpha^{2}\right\rfloor-\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor=4$. By Lemma 2.8(i), the difference between consecutive terms in $B\left(\alpha^{2}\right)$ is either 2 or 3. So there are $k, r \in \mathbb{N} \cup\{0\}$ such that $4=2 k+3 r$. If $r \geq 2$, then $2 k+3 r>4$. If $r=1$, then $2 k+3 r=2 k+3 \neq 4$. So $r=0$ and $k=2$. This implies that $c=F_{n-2}-b+2$, $\left\lfloor c \alpha^{2}\right\rfloor-\left\lfloor(c-1) \alpha^{2}\right\rfloor=\left\lfloor(c-1) \alpha^{2}\right\rfloor-\left\lfloor(c-2) \alpha^{2}\right\rfloor=2$, which contradicts Lemma 2.8(ii). So the proof is complete.
Our next goal is to determine completely the integers $a$ such that $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. The reader will see that there is a recurrence and fractal-like behavior involving those integers.

Lemma 3.11 Let $n \geq 5, a \in \mathbb{Z}$, and $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ where $B\left(\alpha^{2}\right)$ is the set as defined in (1.1). Then the following statements hold.
(i) For every integer $d \in\left[-F_{n-3}, 0\right) \cup\left(0, F_{n-2}\right)$, we have $a+1+\left\lfloor d \alpha^{2}\right\rfloor \notin B\left(\alpha^{2}\right)$.
(ii) $a+1-[n \equiv 1(\bmod 2)] \notin B\left(\alpha^{2}\right)$.

Proof Let $1 \leq b \leq F_{n-1}$ and $\delta_{b}=[n \equiv 1(\bmod 2)]\left[b=F_{n-2}\right]$. By Corollary 3.4, we have $F_{n}+a=\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor+a+1-\delta_{b}+\left\lfloor b \alpha^{2}\right\rfloor$. Since $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ and $\left\lfloor b \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)$, we see that

$$
\begin{equation*}
\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor+a+1-\delta_{b} \notin B\left(\alpha^{2}\right) . \tag{3.3}
\end{equation*}
$$

Since (3.3) holds for all $b \leq F_{n-1}$, we can substitute $b=F_{n-2}$ in (3.3) to obtain (ii). Similarly, by running $b$ over the integers in $\left[1, F_{n-2}\right) \cup\left(F_{n-2}, F_{n-1}\right]$, we obtain (i).

Suppose $n \geq 5$ and the integers in $\left[F_{n}, F_{n+1}\right] \cap\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)$ are given. Then the next theorem gives us some integers in $\left[F_{n+1}, F_{n+2}\right] \cap\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)$.

Theorem 3.12 Let $B\left(\alpha^{2}\right)$ be the set as defined in (1.1). Letn $\geq 5, a \in \mathbb{Z}$, and $1 \leq a<F_{n}-2$. If $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, then $F_{n+1}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.

Proof If $n=5$, the result is easily checked. So assume that $n \geq 6$. Suppose for a contradiction that $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ but $F_{n+1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. By applying Lemma 3.11 to $F_{n+1}+a$, we obtain that

$$
\begin{equation*}
a+1+\left\lfloor d \alpha^{2}\right\rfloor \notin B\left(\alpha^{2}\right) \text { for } 0<d<F_{n-1} . \tag{3.4}
\end{equation*}
$$

Since $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, there are $b, c \in \mathbb{N}$ such that $F_{n}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$. If $b<$ $F_{n-2}$, then by Corollary 3.4, $a+1+\left\lfloor\left(F_{n-2}-b\right) \alpha^{2}\right\rfloor=F_{n}+a-\left\lfloor b \alpha^{2}\right\rfloor=\left\lfloor c \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)$, which contradicts (3.4). Therefore $b \geq F_{n-2}$. Similarly, by applying the same argument to
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$c$, we obtain $c \geq F_{n-2}$. Then $F_{n}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor \geq 2\left\lfloor F_{n-2} \alpha^{2}\right\rfloor=2\left(F_{n}-[n \equiv 0\right.$ $(\bmod 2)])$, which implies $a \geq F_{n}-2[n \equiv 0(\bmod 2)]$ contradicting the assumption that $a<F_{n}-2$. Hence the proof is complete.

Remark 3.13 Let $n \geq 4$. By Lemma 2.5, we have $F_{n-3} \alpha^{2}=F_{n-1}-\beta^{n-3}$. So for $a \in \mathbb{Z}$, the condition $a \leq F_{n-1}-[n \equiv 1(\bmod 2)]$ is equivalent to $a \leq F_{n-3} \alpha^{2}$. We will use this observation later.

To obtain the converse of Theorem 3.12, we first prove the following lemma.
Lemma 3.14 Let $B\left(\alpha^{2}\right)$ be the Beatty set as defined in (1.1), $n \geq 5, a, b, c \in \mathbb{N}$, and $1 \leq a \leq F_{n-3} \alpha^{2}$. Suppose $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ and $F_{n+1}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$. Then one of $b, c$ is equal to $F_{n-1}$ and the other, say $c$, satisfying $\left\lfloor c \alpha^{2}\right\rfloor=a+[n \equiv 1(\bmod 2)]$.

Proof Suppose for a contradiction that both $b$ and $c$ are not equal to $F_{n-1}$. Since $F_{n+1}+a=$ $\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$, we obtain by Lemma 3.9 that both $b$ and $c$ are less than $F_{n-1}+\frac{a}{\alpha^{2}} \leq F_{n}$. So we can apply Corollary 3.4 to write

$$
\begin{aligned}
& F_{n+1}+a=\left\lfloor\left(F_{n-1}-b\right) \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor+1+a, \\
& F_{n+1}+a=\left\lfloor\left(F_{n-1}-c\right) \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor+1+a .
\end{aligned}
$$

Since $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ and $a+1 \ddagger\left\lfloor\left(F_{n-1}-b\right) \alpha^{2}\right\rfloor=F_{n+1}+a-\left\lfloor b \alpha^{2}\right\rfloor=$ $\left\lfloor c \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)$, we obtain by Lemma 3.11 that $F_{n-1}-b \notin\left[-F_{n-3}, 0\right) \cup\left(0, F_{n-2}\right)$. Therefore $F_{n-1}-b \geq F_{n-2}, F_{n-1}-b=0$, or $F_{n-1}-b<-F_{n-3}$. Then $b \leq F_{n-3}$ or $b>F_{n-1}+F_{n-3}$. Applying the above argument to $a+1+\left\lfloor\left(F_{n-1}-c\right) \alpha^{2}\right\rfloor=\left\lfloor b \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)$, we also obtain $c \leq F_{n-3}$ or $c>F_{n-1}+F_{n}$-3. Recall that $b$ and $c<F_{n-1}+\frac{a}{\alpha^{2}}$. So if $b$ or $c>F_{n-1}+F_{n+3}$, then we would obtain $F_{n-1}+\frac{a}{\alpha^{2}}>F_{n-1}+F_{n}-3$, which contradicts the assumption that $a \leq F_{n}-3 \alpha^{2}$. Hence $b$ and $c \leq F_{n-3}$. Then $F_{n+1}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor \leq$ $2\left\lfloor F_{n-3} \alpha^{2}\right\rfloor \leq 2 F_{n-1}<F_{n+1}+a$, which is a contradiction. Thus $b$ or $c$ is equal to $F_{n-1}$. If $b=F_{n-1}$, then $F_{n+1}+a=\left\lfloor F_{n-1} \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor=F_{n+1}-[n \equiv 1(\bmod 2)]+\left\lfloor c \alpha^{2}\right\rfloor$, and so $\left\lfloor c \alpha^{2}\right\rfloor=a+[n=1(\bmod 2)]$. Similarly, if $c=F_{n-1}$, then $\left\lfloor b \alpha^{2}\right\rfloor=a+[n \equiv 1$ $(\bmod 2)]$. This completes the proof.
Lemma 3.15 Let $B\left(\alpha^{2}\right)$ be the set as defined in (1.1), $n \geq 6$ and $1 \leq a \leq F_{n-3} \alpha^{2}$. If $F_{n-1}+a$ and $F_{n}+a$ are not in $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, then $F_{n+1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.

Proof Suppose for a contradiction that $F_{n-1}+a$ and $F_{n}+a$ are not in $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ but $F_{n+1}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then there are $b, c \in \mathbb{N}$ such that $F_{n+1}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$. By Lemma 3.14, we can assume that $b=F_{n-1}$ and

$$
\begin{equation*}
\left\lfloor c \alpha^{2}\right\rfloor=a+[n \equiv 1 \quad(\bmod 2)] . \tag{3.5}
\end{equation*}
$$

But by applying Lemma 3.11 to the case $F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, we obtain that

$$
\begin{aligned}
& a+1-[n-1 \equiv 1 \quad(\bmod 2)] \notin B\left(\alpha^{2}\right), \quad \text { or equivalently, } \\
& a+[n \equiv 1 \quad(\bmod 2)] \notin B\left(\alpha^{2}\right),
\end{aligned}
$$

which contradicts (3.5). So the proof is complete.
Suppose $n \geq 6$ and the integers in $\left[F_{n}, F_{n+1}\right] \cap\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)$ are given. Then the next theorem gives us more than a half of the integers in and outside the set

$$
\begin{equation*}
\left[F_{n+1}, F_{n+2}\right] \cap\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right) . \tag{3.6}
\end{equation*}
$$

Theorem 3.16 Let $B\left(\alpha^{2}\right)$ be the Beatty set as defined in (1.1), $n \geq 6, a \in \mathbb{Z}$, and $0 \leq a<$ $F_{n-1}$ - 2. Then

$$
F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) \text { if and only if } F_{n+1}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) .
$$

Proof If $a=0$, the result follows from Theorem 3.10. So assume that $a \geq 1$. By Theorem 3.12, we only need to prove the converse. Assume that $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then we obtain by Theorem 3.12 that $F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then by Lemma 3.15, $F_{n+1} \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. So the proof is complete.

The next theorem gives the remaining integers in (3.6).
Theorem 3.17 Let $B\left(\alpha^{2}\right)$ be the set as defined in (1.1), $n \geq 6, a \in \mathbb{Z}$, and $0 \leq a \leq F_{n-1}-$ $[n \equiv 1(\bmod 2)]$. Then $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ if and only if $F_{n+1}-2-a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$.

Proof If $a=0$, the result follows from Theorem 3.10. So assume that $a \geq 1$. Suppose $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ but $\left(F_{n+1}-2-a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right.$. By applying Lemma 3.11 to $F_{n+1}-2-a$, we obtain that

$$
\begin{equation*}
-a-1+\left\lfloor d \alpha^{2}\right\rfloor \notin B\left(\alpha^{2}\right) \text { for } d \in\left[-F_{n-2}, 0\right) \cup\left(0, F_{n-1}\right) . \tag{3.7}
\end{equation*}
$$

Since $F_{n}+a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, there are $b, c \in \mathbb{N}$ such that $F_{n}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$. Then by Lemma 3.9, $b$ and $c<F_{n-2}+\frac{a}{\alpha^{2}}$. Recall also from Remark 3.13 that $a \leq F_{n-3} \alpha^{2}$. If $b<F_{n-2}$, then by Corollary 3.4 and the fact given in (3.7), we obtain, respectively, $-a-1+\left\lfloor c \alpha^{2}\right\rfloor=F_{n}-1-\left\lfloor b \alpha^{2}\right\rfloor=\left\lfloor\left(F_{n}^{*}-2-b\right) \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)$, and $c \geq F_{n-1}$, which contradicts the fact that $c<F_{n-2}+\frac{a}{\alpha^{2}}$. So $b \geq F_{n-2}$. Similarly, applying the above argument to $c$, we have $c \geq F_{n-2}$. Then $F_{n}+a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor \geq 2\left\lfloor F_{n-2} \alpha^{2}\right\rfloor \geq$ $2 F_{n}-2>F_{n}+a$, which is a contradiction. Hence the first part of this theorem is proved.

For the converse, we also suppose for a contradiction that $F_{n+1}-2-a \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ but $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then there are $b, c \in \mathbb{N}$ such that $F_{n+1}-2-a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor$ and by Lemma 3.11,

$$
\begin{equation*}
a+1+\left\lfloor d \alpha^{2}\right\rfloor \notin B\left(\alpha^{2}\right) \text { for } d \in\left[-F_{n-3}, 0\right) \cup\left(0, F_{n-2}\right) \tag{3.8}
\end{equation*}
$$

By Lemma 3.9, $b$ and $c<F_{n-1}-\frac{a+2}{\alpha^{2}}<F_{n-1}$. Then by Corollary 3.4, we obtain

$$
F_{n+1}-2-a=\left\lfloor\left(F_{n-1}-b\right) \alpha^{2}\right\rfloor+\left\lfloor b \alpha^{2}\right\rfloor-a-1,
$$

which implies $a+1+\left\lfloor c \alpha^{2}\right\rfloor=\left\lfloor\left(F_{n-1}-b\right) \alpha^{2}\right\rfloor \in B\left(\alpha^{2}\right)$. So by (3.8), $c \geq F_{n-2}$. By the same argument, $b \geq F_{n-2}$. Therefore $F_{n+1}-2-a=\left\lfloor b \alpha^{2}\right\rfloor+\left\lfloor c \alpha^{2}\right\rfloor \geq 2\left\lfloor F_{n-2} \alpha^{2}\right\rfloor \geq 2 F_{n}-2$, which implies $a \leq F_{n-1}-F_{n}<0$, a contradiction. Hence the proof is complete.

Theorems 3.10, 3.16, and 3.17 give a complete description of $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. We illustrate this in Example 3.18 and Theorem 3.20 as follows.

Example 3.18 For convenience, if $A \subseteq \mathbb{N}$, we write $A^{c}$ to denote the complement of $A$ in $\mathbb{N}$. That is $A^{c}=\mathbb{N} \backslash A$. By direct calculation, the elements in $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)^{c} \cap\left[1, F_{9}\right]$ are $1,2,3,5,6,8,11,13,16,19,21,24,29,32,34$. To determine the elements in $\left[F_{9}, F_{10}\right] \cap$ $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)^{c}$, we first observe that for $0 \leq a \leq F_{7}$,

$$
F_{8}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) \text { if and only if } a \in\{0,3,8,11,13\}
$$

Applying Theorem 3.16 for $n=8$, we obtain that for $0 \leq a<F_{7}-2$,

$$
F_{9}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) \text { if and only if } a \in\{0,3,8\} .
$$
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Applying Theorem 3.17 for $n=9$, we obtain that for $0 \leq a<F_{7}-2$,

$$
F_{10}-2-a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right) \text { if and only if } a \in\{0,3,8\}
$$

In addition, $F_{10} \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ by Theorem 3.10. The length of the interval $\left[F_{9}, F_{10}\right]$ is $F_{10}-F_{9}=F_{8}$ which is less than $2\left(F_{7}-2\right)$. Therefore the elements in $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)^{c} \cap$ [ $F_{9}, F_{10}$ ] are completely determined. They are $F_{9}, F_{9}+3, F_{9}+8, F_{10}-10, F_{10}-5, F_{10}-$ $2, F_{10}$, which are $34,37,42,45,50,53,55$. By doing this process repeatedly, we obtain $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right)^{c} \cap A$ where $A=\left[F_{10}, F_{11}\right],\left[F_{11}, F_{12}\right],\left[F_{12}, F_{13}\right]$, and so on. Thus we can find $\left(B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right) \cap\left[1, F_{n}\right]$ for any given $n$.

Remark 3.19 In the abstract and introduction, we mention that the structure of the set $X=$ : $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$ has some kinds of fractal and palindromic patterns. This is not intended to be a precise or mathematically rigorous statement. What we (vaguely) means is that the distribution of the elements of $X$ in the interval $\left[F_{n}, F_{n+1}\right]$ looks like fractal for all $n \geq 6$. Suppose we display the points of $X \cap\left[F_{n}, 1, F_{n+2}\right]$ on the real line and zoom in for a smaller scale, namely, $X \cap\left[F_{n+1}, F_{n+1}+F_{n}-1-3\right]$. Then, by Theorem 3.16, the picture (in a smaller scale) is the same as that of $X \cap\left[F_{n}, F_{n+1}\right]$. Then by Theorem 3.16 again, the picture (in a smaller scale) of $X \cap\left[F_{n+2}, F_{n+3}\right]$ is the same as that of $X \cap\left[F_{n+1}, F_{n+2}\right]$. Since Theorem 3.16 holds for all $n \geq 6$, we can continue this process and see the distribution of the elements of $X$ on $\left[F_{n}, F_{n+1}\right],\left[F_{n+1}, F_{n+2}\right],\left[\bar{F}_{n+2}, F_{n+3}\right]$, and so on, as fractal-like pattern. See the figure shown below for an illustration.

For the palindromicity, recall that a positive integer $n$ can be written uniquely in the decimal expansion as

$$
n=\left(a_{k} a_{k-1} \ldots . . a_{0}\right)_{10}=a_{k} 10^{k}+a_{k-1} 10^{k-1}+\cdots+a_{0}
$$

where $a_{k} \neq 0$ and $0 \leq a_{i} \leq 9$ for all $i$, and $n$ is called a palindrome or a palindromic number if $a_{k-i}=a_{i}$ for $0 \leq i \leq\lfloor k / 2\rfloor$. So if $n$ is a palindrome and we know the values of $a_{k-i}$ only for $0 \leq i \leq\lfloor k / 2\rfloor$, then we can completely find all the decimal digits of $n$. Now suppose $n \geq 6$ and the elements of $X \cap\left[F_{n}, F_{n+1}\right]$ are known. We can divide $\left[F_{n+1}, F_{n+2}\right]$ into two overlapped intervals:

$$
\begin{aligned}
& \text { the left-hand interval } L=:\left[F_{n+1}, F_{n+1}+F_{n-1}-3\right] \\
& \text { the right-hand interval } R=:\left[F_{n+2}-F_{n-1}-1, F_{n+2}\right] .
\end{aligned}
$$

By Theorem 3.16, $X \cap L$ is completely determined by $X \cap\left[F_{n}, F_{n+1}\right]$. Theorem 3.17 gives us the palindromic pattern which helps us obtain all elements in $R$ from $L$. Hence we can basically says that for all $n \geq 6$, the distribution of points in $X \cap\left[F_{n+1}, F_{n+2}\right]$ are completely determined by that of $X \cap\left[F_{n}, F_{n+1}\right]$ by the fractal-like and palindromic patterns.


In general, we have the following result.
Theorem 3.20 Let $B\left(\alpha^{2}\right)$ be the set as defined in (1.1). For each $n \in \mathbb{N}$, let $A_{n}=\{a \in$ $\mathbb{Z} \mid 0 \leq a \leq F_{n-1}$ and $\left.F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)\right\}$. Then $A_{1}=\{0\}, A_{2}=A_{3}=\{0,1\}$,
$A_{4}=\{0,2\}, A_{5}=\{0,1,3\}, A_{6}=\{0,3,5\}, A_{7}=\{0,3,6,8\}$, and for $n \geq 8$, the set $A_{n}$ is the disjoint union

$$
\begin{aligned}
A_{n}= & \left(A_{n-1} \backslash\left\{F_{n-2}, F_{n-2}-2\right\}\right) \\
& \cup\left\{F_{n-1}-2-a \mid a \in A_{n-1} \text { and } 0 \leq a \leq F_{n-3}\right\} \cup\left\{F_{n-1}\right\} .
\end{aligned}
$$

Proof The set $A_{1}, A_{2}, \ldots, A_{7}$ can be obtained by direct calculation. So assume that $n \geq 8$. Since $F_{n}+F_{n-1}=F_{n+1} \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right), F_{n-1} \in A_{n}$. Then we write $A_{n}=C \cup B \cup\left\{F_{n-1}\right\}$, where $C=A_{n} \cap\left[0, F_{n-2}-2\right)$ and $B=A_{n} \cap\left[F_{n-2}-2, F_{n-1}\right)$. Obviously, the sets $C, B$, and $\left\{F_{n-1}\right\}$ are disjoint. So it remains to show that

$$
\begin{align*}
& C=A_{n-1} \backslash\left\{F_{n-2}, F_{n-2}-2\right\} \text { and }  \tag{3.9}\\
& B=\left\{F_{n-1}-2-a \mid a \in A_{n-1} \text { and } 0 \leq a \leq F_{n-3}\right\} . \tag{3.10}
\end{align*}
$$

To prove (3.9), let $a \in C$. Then $0 \leq a<F_{n-2}-2$ and $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Applying Theorem 3.16, we obtain $F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. So $a \in A_{n-1} \backslash\left\{F_{n-2}, F_{n-2}-2\right\}$. Conversely, suppose that $a \in A_{n}-1 \backslash\left\{F_{n-2}, F_{n-2}-2\right\}$. Then $a \in\left[0, F_{n-2}-2\right) \cup\left\{F_{n-2}-1\right\}$ and $F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. If $a=F_{n-2}-1$, then we obtain by Theorem 3.10 that $F_{n-1}+a=F_{n}-1 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, which is not the case. So $0 \leq a<F_{n-2}-2$. In addition, by Theorem 3.16, $F_{n}+a \notin B\left(\alpha^{2}\right) \pm B\left(\alpha^{2}\right)$. Hence $a \in A_{n} \cap\left[0, F_{n-2}-2\right)=C$. This proves (3.9).

Next, let $b \in B$. Then $F_{n}-2-2 \leq b<F_{n-1}$ and $F_{n}+b \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. If $b=F_{n-1}-1$, then we obtain by Theorem 3.10 that $F_{n}+b=F_{n+1}-1 \in B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, which is not the case. So $b \leq F_{n-1}-2$. Let $a=F_{n-1}-2-b$. Then $b=F_{n-1}-2-a$ and $0 \leq a \leq F_{n-3}$. So it remains to show that $a \in A_{n-1}$. Since $F_{n}+b \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, we obtain by Theorem 3.17 that $F_{n}+a=F_{n+1}-2-\left(F_{n-1}-2-a\right)=F_{n+1}-2-b \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Since $F_{n}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$, we obtain by Theorem 3.16 that $F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. So $a \in A_{n-1}$, as required.

Finally, suppose $b=F_{n-1}-2-a$ where $a \in A_{n-1}$ and $0 \leq a \leq F_{n-3}$. Then $F_{n-2}-2 \leq$ $b<F_{n-1}$. Since $a \in A_{n-1}, F_{n-1}+a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Then by Theorem 3.16, $F_{n}+a \notin$ $B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. Applying Theorem 3.17, we obtain $F_{n}+b=F_{n+1}-2-a \notin B\left(\alpha^{2}\right)+B\left(\alpha^{2}\right)$. So $b \in A_{n} \cap\left[F_{n-2}-2, F_{n-1}\right)=B$, as desired. This completes the proof.

Some possible questions for future research are as follows.
Questions Q1 Let $\left(f_{n}\right)$ be a $k$ th order linear recurrence sequence defined by

$$
f_{n}=f_{n-1}+f_{n-2}+\cdots+f_{n-k} \text { for } n \geq 2
$$

with the initial values $f_{-(k-2)}, f_{-(k-3)}, \ldots, f_{0}, f_{1} \in \mathbb{Z}$. Let $\alpha$ be the root of the characteristic polynomial $x^{k}-x^{k-1}-x^{k-2}-\cdots-1$ with maximal absolute value. Can we described the structure of the sumsets associated with $B(\alpha), B\left(\alpha^{2}\right), \ldots, B\left(\alpha^{k}\right)$ ? Is the structure best described in terms of the $k$-step Fibonacci sequence $\left(F_{n}^{(k)}\right)$ defined by the same recurrence as $\left(f_{n}\right)$ but with the initial values

$$
F_{-(k-2)}^{(k)}=F_{-(k-3)}^{(k)}=\cdots=F_{-1}^{(k)}=F_{0}^{(k)}=0 \text { and } F_{1}^{(k)}=1 ?
$$

Q2 Let $\alpha=(1+\sqrt{5}) / 2$. Since $\alpha^{2}-\alpha-1=0$, the set $\left\{\alpha^{2}, \alpha, 1\right\}$ is not linearly independent over $\mathbb{Q}$. Suppose $\left\{\alpha^{k}, \alpha^{k-1}, \ldots, \alpha, 1\right\}$ is linearly independent over $\mathbb{Q}$, for example, $\alpha$ is an algebraic number of degree larger than $k, \alpha=e$, or $\alpha=\pi$, can we describe the structure of the sumsets associated with $B\left(\alpha^{k}\right), B\left(\alpha^{k-1}\right), \ldots, B(\alpha)$ ?
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Q3 Let $a, b \in \mathbb{Z},(a, b)=1, b \neq 0$, and let $\left(u_{n}\right)$ be the Lucas sequence of the first kind defined by $u_{n}=a u_{n-1}+b u_{n-2}$ for $n \geq 2$ with $u_{0}=0$ and $u_{1}=1$. Let $\alpha$ be the root of the characteristic polynomial $x^{2}-a x-b$. Is the structure of the sumsets associated with $B(\alpha)$ and $B\left(\alpha^{2}\right)$ connected to $\left(u_{n}\right)$ ?
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## Abstract

Let $\alpha$ be the golden ratio and $\beta \alpha=-1$. In the study of sumsets associated with Wythoff sequences, it is important to prove the inequality $0<\{b \alpha\} 4 \beta^{n}<1$ for integers $b$ and $n$ in a certain range. In this article, we continue the investigation by replacing $\{b \alpha\}+\beta^{n}$ by $\sqrt{5} \beta^{n-1}-\{b \alpha\}$.

## 1 Introduction

Wythoff sequences arise very often in combinatorics and combinatorial game theory. As a result, many of their combinatorial properties have been extensively studied (see, for example, the works of Fraenkel [1, 2], Kimberling [5], Pitman [8], and Wythoff [10]). However, as far as we know, there are only a few number theoretic results concerning the sumsets associated with Wythoff sequences. In order to describe the structure of such sumsets, it is
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important to prove the inequality [4, Theorem 3.3]:

$$
\begin{equation*}
0<\{b \alpha\}+\beta^{n}<1 \text { for all integers } n \geq 5 \text { and } 1 \leq b \leq F_{n+1} \text { with } b \neq F_{n} \tag{1.1}
\end{equation*}
$$

Here and throughout this article, $\alpha=(1+\sqrt{5}) / 2$ is the golden ratio, $\beta \alpha=$ $-1, x$ is a real number, $a, b, m, n$ are integers, $\lfloor x\rfloor$ is the largest integer less than or equal to $x,\{x\} \neq x-\lfloor x\rfloor, F_{n}$ and $L_{n}$ are the $n$th Fibonacci number and the $n$th Lucas number which are defined by $F_{n}=F_{n-1}+F_{n-2}$, $L_{n}=L_{n-1}+L_{n-2}$ for $n \geq 2$ with the initial values $F_{0}=0, F_{1}=1, L_{0}=2$, and $L_{1}=1$. Moreover, if $P$ is a mathematical statement, then the Iverson notation $[P]$ is defined by


In this article, we replace $\{b \alpha\}+\beta^{n}$ in (1.1) by $\sqrt{5} \beta^{n-1}-\{b \alpha\}$. Our interest is that we have an application in mind. Indeed, it is useful in the study of sumsets associated with Wythoff sequences and Lucas numbers. For a short discussion on the sumsets associated with some Beatty sequences generated by a real number $x>1$ with $x^{2}-a x-b=0$ for some $a, b \in \mathbb{Z}$ see the last section of [4].

## 2 Preliminaries and Lemmas

We often use the following facts:
Let $-1<\beta<0$ and $\left(\left|\beta^{n}\right|\right)_{n \geq 1}$ is strictly decreasing. If $a_{1}>a_{2}>\cdots>a_{r}$ are even positive integers, then $0<\beta^{a_{1}}<\beta^{a_{2}}<\cdots<\beta^{a_{r}}$. If $b_{1}>b_{2}>\cdots>b_{r}$ are odd positive integers, then $0>\beta^{b_{1}}>\beta^{b_{2}}>\cdots>\beta^{b_{r}}$.
In addition, let $\alpha$ and $\beta$ are roots of the equation $x^{2}-x-1=0$. So, for instance, $\alpha \beta=-1, \beta^{2}=\beta+1, \sqrt{5} \beta+\beta=-2, \sqrt{5} \beta^{2}+1=-3 \beta$, and $\beta^{n}+\sqrt{5} \beta^{n-1}+\beta^{n-2}=0$ for all $n \geq 2$.
Moreover, it is useful to have the following numerical approximations:
$-0.619<\beta<-0.618,-0.237<\beta^{3}<-0.236,0.854<\sqrt{5} \beta^{2}<0.855$, $-0.528<\sqrt{5} \beta^{3}<-0.527,0.326<\sqrt{5} \beta^{4}<0.327$.
The following results are also applied throughout this article sometimes without reference.

Lemma 2.1. For $n \in \mathbb{Z}$ and $x, y \in \mathbb{R}$, the following statements hold:
(i) $\lfloor n+x\rfloor=n+\lfloor x\rfloor$.
(ii) $\{n+x\}=\{x\}$.
(iii) $0 \leq\{x\}<1$.
(iv) $\lfloor x+y\rfloor= \begin{cases}\lfloor x\rfloor+\lfloor y\rfloor, & \text { if }\{x\}+\{y\}<1 ; \\ \lfloor x\rfloor+\lfloor y\rfloor+1, & \text { if }\{x\}+\{y\} \geq 1 .\end{cases}$

Proof. These are well-known and can be proved easily. For more details, see [3, Chapter 3]. We also refer the reader to [7] and (9, Proof of Lemma 2.6] for a nice application of these properties.

Lemma 2.2. The following statements hold for all $n \in \mathbb{N} \cup\{0\}$ :
(i) (Binet's formula) $L_{n}=\alpha^{n}+\beta^{n}$.
(ii) $\beta L_{n+1}+L_{n}=-\sqrt{5} \beta^{n+1}$.
(iii) $L_{n} \alpha=L_{n+1}+\sqrt{5} \beta^{n}$.

Proof. The formula (i) is well-known. Multiplying (ii) by a, we obtain (iii). The formula (ii) follows a straightforward calculation:
$\beta L_{n+1}+L_{n}$ is equal to

$$
\beta \alpha^{n+1}+\beta^{n+2}+\alpha^{n}+\beta^{n}=\beta^{n+2}+\beta^{n}=\beta^{n}(-\sqrt{5} \beta)=-\sqrt{5} \beta^{n+1} .
$$

Lemma 2.3. (Zeckendorf's theorem [11]) For each $n \in \mathbb{N}, n=F_{a_{1}}+F_{a_{2}}+$ $\cdots+F_{a_{\ell}}$ where $F_{a_{1}}$ is the largest Fibonacci number not exceeding n, $a_{i-1}-a_{i} \geq$ 2 for every $i=2,3, \ldots, \ell$, and $a_{\ell} \geq 2$.

Proof. This is well-known and can be proved by using the greedy algorithm. See also [6] for a more general result.

Lemma 2.4. [4, Lemma 2.4] If $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{R}$, then

$$
\left\{x_{1}+x_{2}+\cdots+x_{n}\right\}=\left\{\left\{x_{1}\right\}+\left\{x_{2}\right\}+\cdots+\left\{x_{n}\right\}\right\} .
$$

Lemma 2.5. Let $n \geq 2$. Then the following statements hold:
(i) $\left\lfloor F_{n} \alpha\right\rfloor=F_{n+1}-[n \equiv 0(\bmod 2)]$.
(ii) $\left\lfloor F_{n} \alpha^{2}\right\rfloor=F_{n+2}-[n \equiv 0(\bmod 2)]$.
(iii) $\left\{F_{n} \alpha\right\}=-\beta^{n}+[n \equiv 0(\bmod 2)]$.
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(iv) $\left\{F_{n} \alpha^{2}\right\}=\left\{F_{n} \alpha\right\}$.
(v) $\left\lfloor L_{n} \alpha\right\rfloor=L_{n+1}-[n \equiv 1(\bmod 2)]$.
(vi) $\left\{L_{n} \alpha\right\}=\sqrt{5} \beta^{n}+[n \equiv 1(\bmod 2)]$.
(vii) $\left\lfloor L_{n} \alpha^{2}\right\rfloor=L_{n+2}-[n \equiv 1(\bmod 2)]$.
(viii) $\left\{L_{n} \alpha^{2}\right\}=\left\{L_{n} \alpha\right\}$.)

Proof. The proofs of (i) to (iv) can be found in [4, Lemma 2.5]. By Lemma 2.2 (iii), we obtain $\left\lfloor L_{n} \alpha\right\rfloor=L_{n+1}+\left\lfloor\sqrt{5} \beta^{n}\right\rfloor$. If $n$ is even, then $0<\sqrt{5} \beta^{n} \leq$ $\sqrt{5} \beta^{2}<1$, and so $\left[\sqrt{5} \beta^{n}\right]=0$. If $n$ is odd, then $-1<\sqrt{5} \beta^{3} \leq \sqrt{5} \beta^{n}<0$ and thus $\left\lfloor\sqrt{5} \beta^{n}\right\rfloor=-1$. This implies (v). Then (vi) is a consequence of (v) and Lemma 2.2(iii). By writing $\alpha^{2}=\alpha+1$, we obtain (vii) from (v), and (viii) from Lemma 2.1(ii). This completes the proof.

## 3 Main results

The proof of the following theorem is similar to that of [4, Theroem 3.3]. In fact, applying Theorem 3.3 of $[4]$ leads to our main theorem but with a smaller range of $b$, which is not enough in our application. Therefore, we still need to adjust the proof from [4] to obtain the following theorem:

Theorem 3.1. Let $n \geq 5$ and $1 \leq b \leq F_{n+1}$. Then the following statements hold:
(i) If $b=L_{n-1}$, then $\sqrt{5} \beta^{n-1}-\{b \alpha\}=-[n \equiv 0(\bmod 2)]$.
(ii) If $b \in\left\{F_{n-2}, F_{n}\right\}$, then $0<\sqrt{5} \beta^{n-1}-\{b \alpha\}+2[n \equiv 0(\bmod 2)]<1$.
(iii) If $b \notin\left\{F_{n-2}, F_{n}, L_{n-1}\right\}$, then $-1<\sqrt{5} \beta^{n-1}-\{b \alpha\}<0$.

Proof. The statement (i) follows immediately from Lemma 2.5(vi). For (ii), let $b \in\left\{F_{n-2}, F_{n}\right\}$ and $A=\sqrt{5} \beta^{n-1}-\{b \alpha\}+2[n \equiv 0(\bmod 2)]$. Since $\beta^{n}+\sqrt{5} \beta^{n-1}+\beta^{n-2}=0$, we obtain by Lemma 2.5(iii) that if $b=F_{n}$, then

$$
A=\sqrt{5} \beta^{n-1}+\beta^{n}+[n \equiv 0 \quad(\bmod 2)]=-\beta^{n-2}+[n \equiv 0 \quad(\bmod 2)],
$$

if $b=F_{n-2}$, then

$$
A=\sqrt{5} \beta^{n-1}+\beta^{n-2}+[n \equiv 0 \quad(\bmod 2)]=-\beta^{n}+[n \equiv 0 \quad(\bmod 2)] .
$$

By calculating $A$ according to the parity of $n$, it is not difficult to see that $0<A<1$. This proves (ii). For (iii), if $b=F_{n+1}$, then we apply Lemma 2.5 (iii) to obtain

$$
\begin{aligned}
\sqrt{5} \beta^{n-1}-\{b \alpha\} & =\sqrt{5} \beta^{n-1}+\beta^{n+1}-[n \equiv 1 \quad(\bmod 2)] \\
& =\beta^{n-3}-[n \neq 1 \quad(\bmod 2)]
\end{aligned}
$$

which is in the interval $(-1,0) \cdot$ Next, $\operatorname{let} B=\sqrt{5} \beta^{n} b^{1}-\{b \alpha\}+1$, where $b$ is not equal to any of $F_{n-2}, F_{n}, L_{n-1}, F_{n+1}$. We need to show that $0<B<1$.
Case $1 b=F_{k}$ where $2 \leq k \leq n-3$ or $k \equiv n-1$.
Case $1.1 b=F_{2}$. Then by Lemma 2.5, $B=\sqrt{5} \beta^{n} \gamma^{1}+\beta^{2}$. Therefore, $B \leq \sqrt{5} \beta^{4}+\beta^{2}=\beta^{2}(-3 \beta)=-3 \beta^{3}<1$. If $n$ is odd, then it is obvious that $B>0$. If $n$ is even, then $n \geq 6$, and $B \geq \sqrt{5} \beta^{5}+\beta^{2}=\beta^{2}\left(\sqrt{5} \beta^{3}+1\right)>0$.
Case $1.2 b=F_{n-1}$. Then by Lemma 2.5,

$$
B=\sqrt{5} \beta^{n-1}+\beta^{n-1}-[n=1(\bmod 2)]+1 .
$$

If $n$ is even, then $B<1$ and $B \geq 1+\beta^{5}+\sqrt{5} \beta^{5}=1-2 \beta^{4}>0$. If $n$ is odd, then $B>0$ and $B \leq \sqrt{5} \beta^{4}+\beta^{4}=-2 \beta^{3}<1$.
Case $1.3 b=F_{k}$ and $3 \leq k \leq n-3$. This case occurs only when $n \geq 6$. By Lemma 2.5,

$$
B=\sqrt{5} \beta^{n-1}+\beta^{k}-[k=0(\bmod 2)]+1 .
$$

We first consider the case that $k$ is even. Then $B=\sqrt{5} \beta^{n-1}+\beta^{k}$. If $n$ is odd, then $B>0$ and $B \leq \sqrt{5} \beta^{4}+\beta^{4}=-2 \beta^{3}<1$. If $n$ is even, then $B<\beta^{k} \leq \beta^{4}<1, k \leq n-4$, and $B \geq \sqrt{5} \beta^{n-1}+\beta^{n-4}=\beta^{n-4}\left(\sqrt{5} \beta^{3}+1\right)>0$. Next, suppose $k$ is odd. Then $B=\sqrt{5} \beta^{n-1}+\beta^{k}+1$. If $n$ is even, then $B<1$ and $B \geq \sqrt{5} \beta^{5}+\beta^{3}+1=1-3 \beta^{4}>0$. If $n$ is odd, then $k \leq n-4$, $B>\sqrt{5} \beta^{n-1}>0$ and $B \leq \sqrt{5} \beta^{n-1}+\beta^{n-4}+1<1$.
Case $2 F_{k}<b<F_{k+1}$ for some $k \in\{4,5, \ldots, n\}$. We apply Lemma 2.5 without further reference. By Zeckendorf's theorem, we can write

$$
b=F_{a_{1}}+F_{a_{2}}+\cdots+F_{a_{\ell}},
$$

where $\ell \geq 2, k=a_{1}>a_{2}>\cdots>a_{\ell} \geq 2$ and $a_{i-1}-a_{i} \geq 2$ for every $i=2,3, \ldots, \ell$. Then by Lemma 2.4, we obtain

$$
\{b \alpha\}=\left\{\left\{F_{a_{1}} \alpha\right\}+\left\{F_{a_{2}} \alpha\right\}+\cdots+\left\{F_{a_{\ell}} \alpha\right\}\right\},
$$

which is equal to

$$
\left\{\left(1-\beta^{b_{1}}+1-\beta^{b_{2}}+\cdots+1-\beta^{b_{r}}\right)+\left(-\beta^{c_{1}}-\beta^{c_{2}}-\cdots-\beta^{c_{s}}\right)\right\}
$$

where $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\} \cup\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}=\left\{a_{1}, a_{2}, \ldots, a_{\ell}\right\}, b_{1}>b_{2}>\cdots>b_{r}$ are even numbers, and $c_{1}>c_{2}>\cdots>c_{s}$ are odd numbers. Notice that one of the sets $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ may be empty. In this case, such a set disappears from the subsequence calculation. Also, for convenience, we let $A=\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}+\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}$. Then. by Lemma 2.1, $\{b \alpha\}=\{-A\}$. To show that $0<B<1$, it is enough to prove

$$
\sqrt{5} \beta^{n}-1<\{b \alpha\}<1+\sqrt{5} \beta^{n-1}
$$

Case $2.1\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ is empty. Then

$$
A=\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}} \Rightarrow \beta^{3}+\beta^{5}+\cdots=\frac{\beta^{3}}{1-\beta^{2}}=-\beta^{2}
$$

Therefore $0<-A<\beta^{2}<1$ and so $\{b \alpha\}=\{-A\}=-A$. If $n$ is even, then obviously $\{b \alpha\}>0>\sqrt{5} \beta^{n-1}$ and $\{b \alpha\}=-A<\beta^{2}<1+\sqrt{5} \beta^{3}<$ $1+\sqrt{5} \beta^{n-1}$. So assume that $n$ is odd. Then $\{b \alpha\}=-A<\beta^{2}<1+\sqrt{5} \beta^{n-1}$, and $\{b \alpha\}=-A=|\beta|^{c_{1}}+|\beta|^{c_{2}}+\cdots+|\beta|^{c_{s}}$. If $\ell \leq 3$, then $s \geq 3$, and so
$\{b \alpha\} \geq|\beta|^{c_{1}}+|\beta|^{c_{2}}+|\beta|^{c_{3}} \geq|\beta|^{n}+|\beta|^{n-2}+|\beta|^{n-4}>|\beta|^{n}+|\beta|^{n-2}=\sqrt{5} \beta^{n-1}$.
Suppose $\ell=2$. Then $s=2$ and $\{b \alpha\}=|\beta|^{c_{1}}+|\beta|^{c_{2}}$. If $c_{1} \neq n$, then

$$
|\beta|^{c_{1}}+|\beta|^{c_{2}} \geq|\beta|^{n-2}+|\beta|^{n-4}>|\beta|^{n-2}+|\beta|^{n}=-\left(\beta^{n}+\beta^{n-2}\right)=\sqrt{5} \beta^{n-1} .
$$

Since $L_{n-1}=F_{n}+F_{n-2}$ and $b \neq L_{n-1}$, we see that $\left\{c_{1}, c_{2}\right\} \neq\{n, n-2\}$. Therefore, if $c_{1}=n$, then $c_{2} \neq n-2$, and so $c_{2} \leq n-4$

$$
|\beta|^{c_{1}}+|\beta|^{c_{2}} \geq|\beta|^{n}+|\beta|^{n-4}>|\beta|^{n}+|\beta|^{n-2}=\sqrt{5} \beta^{n-1} .
$$

In any case, $\{b \alpha\}>\sqrt{5} \beta^{n-1}$, as required.
Case $2.2\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ is empty. Then

$$
A=\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<\beta^{2}+\beta^{4}+\cdots=\frac{\beta^{2}}{1-\beta^{2}}=-\beta
$$

Therefore $-1<\beta<-A<0$ and $\{b \alpha\}=\{-A\}=1-A$. Suppose $n$ is even. Then $\{b \alpha\}>0>\sqrt{5} \beta^{n-1}$ and $\{b \alpha\}=1-A=1-\beta^{b_{1}}-\beta^{b_{2}}-\cdots-\beta^{b_{r}}$. As in the proof of Case 2.1, if $\ell \geq 3$, then $r \geq 3$ and

$$
\{b \alpha\} \leq 1-\beta^{b_{1}}-\beta^{b_{2}}-\beta^{b_{3}} \leq 1-\beta^{n}-\beta^{n-2}-\beta^{n-4}<1-\beta^{n}-\beta^{n-2}=1+\sqrt{5} \beta^{n-1} .
$$

If $\ell=2$ and $b_{1} \neq n$, then

$$
\{b \alpha\}=1-\beta^{b_{1}}-\beta^{b_{2}} \leq 1-\beta^{n-2}-\beta^{n-4}<1-\beta^{n-2}-\beta^{n}=1+\sqrt{5} \beta^{n-1}
$$

If $\ell=2$ and $b_{1}=n$, then $b_{2} \leq n-4$ and

$$
\{b \alpha\}=1-\beta^{b_{1}}-\beta^{b_{2}} \leq 1-\beta^{n}-\beta^{n-4}<1-\beta^{n}-\beta^{n-2}=1+\sqrt{5} \beta^{n-1}
$$

If $n$ is odd, then $\{b \alpha\}<1<1+\sqrt{5} \beta^{n-1}$ and $\{b \alpha\}=1-A>1+\beta=\beta^{2} \geq$ $\beta^{n-3} \geq \sqrt{5} \beta^{n-1}$.
Case $2.3\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $\left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$ are not empty. Then there is some cancellation in the sum defining A. As in Cases 2.1 and 2.2, we have $A<\beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<-\beta$ and $A>\beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}>-\beta^{2}$.
Case 2.3.1 $A$ is positive. Then $-1<\beta<-A<0$, and so $\{b \alpha\}=\{-A\}=$ $1-A$. If $n$ is odd, then $\{b \alpha\}<1+\sqrt{5} \beta^{n-1}$ and

$$
\{b \alpha\}=1-A \rightarrow 1+\beta>\sqrt{5} \beta^{4} \geq \sqrt{5} \beta^{n-1}
$$

Assume that $n$ is even. Then $\{b a\} \geqslant 0>\sqrt{5} \beta^{n-1}$. It remains to show that $\{b \alpha\}<1+\sqrt{5} \beta^{n-1}$. Let $u=\min \left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $v=\min \left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$. Since $a_{i-1}-a_{i} \geq 2$ for all $i=2,3, \ldots, \ell$ and $a_{1}=k \leq n$, we obtain that $u \leq n$ and $|v-u| \geq 3$. Then

$$
\begin{align*}
& \beta^{u} \leq \beta^{b_{1}}+\beta^{b_{2}}+\cdots+\beta^{b_{r}}<\beta^{u}+\beta^{u+2}+\beta^{u+4}+\cdots=\frac{\beta^{u}}{1-\beta^{2}}=-\beta^{u-1}  \tag{3.2}\\
& \beta^{v} \geq \beta^{c_{1}}+\beta^{c_{2}}+\cdots+\beta^{c_{s}}>\beta^{v}+\beta^{v+2}+\beta^{v+4}+\cdots=\frac{\beta^{v}}{1-\beta^{2}}=-\beta^{v-1} \tag{3.3}
\end{align*}
$$

By (3.2) and (3.3), we obtain $\beta^{u}-\beta^{v-1}<A<\beta^{v}-\beta^{u-1}$. Since $|v-u| \geq 3$, we see that either $v-u \geq 3$ or $v-u \leq-3$. Suppose for a contradiction that $v-u \leq-3$. Since $v \leq u-3$ and both $v$ and $u-3$ are odd, we have $\beta^{v} \leq \beta^{u-3}$. Thus $A<\beta^{v}-\beta^{u-1} \leq \beta^{u-3}-\beta^{u-1}=\beta^{u-3}\left(1-\beta^{2}\right)=-\beta^{u-2}<0$, which contradicts the assumption that $A$ is positive. Hence $v-u \geq 3$. Since $v-1 \geq u+2$ and both $v-1$ and $u+2$ are even, $\beta^{v-1} \leq \beta^{u+2}$. So $A>\beta^{u}-\beta^{u+2}=\beta^{u}\left(1-\beta^{2}\right)=-\beta^{u+1}$. We have $u \leq v-3 \leq n-3$. Thus $u+1 \leq n-2$. Since $n-2$ is even and $u+1$ is odd, we have $u+1 \leq n-3$. Then $\{b \alpha\}=1-A<1+\beta^{u+1} \leq 1+\beta^{n-3}$. Since $\sqrt{5} \beta^{2}<1$ and $n-3$ is odd, $\sqrt{5} \beta^{n-1}>\beta^{n-3}$. Therefore $\{b \bar{b} \alpha\}<1+\beta^{n-3}<1+\sqrt{5} \beta^{n-1}$, as required. Case 2.3.2 $A$ is negative. Then $0<-A<\beta^{2}<1$. Then $\{b \alpha\}=\{-A\}=$ $-A$. We first show that $\{b \alpha\}<1+\sqrt{5} \beta^{n-1}$. If $n$ is odd, then $\{b \alpha\}<1<1+$
$\sqrt{5} \beta^{n-1}$. If $n$ is even, then $\{b \alpha\}=-A<\beta^{2}<1+\sqrt{5} \beta^{3}<1+\sqrt{5} \beta^{n-1}$. Next, we show that $\{b \alpha\}>\sqrt{5} \beta^{n-1}$. If $n$ is even, then $\sqrt{5} \beta^{n-1}<0<\{b \alpha\}$. So assume that $n$ is odd. Let $u=\min \left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ and $v=\min \left\{c_{1}, c_{2}, \ldots, c_{s}\right\}$. As in Case 2.3.1, we have $u \leq n,|v-u| \geq 3$, the equalities (3.2) and (3.3) hold, and $\beta^{u}-\beta^{v-1}<A<\beta^{v}-\beta^{u-1}$. Since $|v-u| \geq 3$, we see that either $v-u \geq 3$ or $v-u \leq-3$. If $v-u \geq 3$, then $\beta^{v-1} \leq \beta^{u+2}$ and $A>\beta^{u}-\beta^{v-1} \geq$ $\beta^{u}-\beta^{u+2}=-\beta^{u+1}>0$, which contradicts the assumption that $A<0$. Thus $v-u \leq-3$, and so $A<\beta^{u-3}-\beta^{u-1}=-\beta^{u-2}$. Since $u \leq n$, $u$ is even and $n$ is odd, we have $u-2 \leq n-3$. Then $-A>\beta^{u-2} \geq \beta^{n-3}>\sqrt{5} \beta^{n-1}$. Therefore $\{b \alpha\}=-A \gg \sqrt{5} \beta^{\bar{n}-1}$ as desired. This completes the proof.

Theorem 3.1 leads to a short proof of (4, Theorem 3.3].
Corollary 3.2. [4, Theorem 3.3] Let $n \geq 5,1 \leq b \leq F_{n+1}$, and $b \neq F_{n}$. Then $0<\{b \alpha\}+\beta^{n}<1$.
Proof. If $b=F_{n-2}$ or $b=L_{n-1}$, we can apply Lemma 2.5 to obtain the desired result. So suppose that $b \neq F_{n-2}$ and $b \neq L_{n-1}$. We first consider the case $n$ is odd. Then it is obvious that $\{b \alpha\}+\beta^{n}<1$. For the other inequality, we apply Theorem 3.1 to obtain $\{b \alpha\}>\sqrt{5} \beta^{n-1}-\beta^{n}$. Similarly, if $n$ is even, then it is immediate that $\{b \alpha\}+\beta^{n}>0$ and by using Theorem 3.1, we obtain $\{b \alpha\}<1+\sqrt{5} \beta^{n}-1<1-\beta^{n}$. This completes the proof.

It is possible to extend the range of $b$ in Theorem 3.1 and Corollary 3.2 but the results are not nice and we do not need them in our application. Therefore, we only give some special cases in an example and leave the general case to the interested readers.
Example 3.3. Let $n \geq 5, k \geq n+2, b=F_{k}$, and $B=\{b \alpha\}+\beta^{n}$. Then the following statements hold.
(i) If $k$ and $n$ are odd, then $-1<B<0$.
(ii) If $k \not \equiv n(\bmod 2)$, then $0<B<1$.
(iii) If $k$ and $n$ are even, then $1<B<2$.

Proof. By Lemma 2.5, $B=\beta^{n}-\beta^{k}+[k \equiv 0(\bmod 2)]$.
Case $1 k$ is odd. Then $B=\beta^{n}-\beta^{k}$. If $n$ is odd, then $-1<\beta^{n}<$ $\beta^{n+2} \leq \beta^{k}<0$, and so $-1<B<0$. If $n$ is even, then $k \geq n+3$, and $0<B \leq \beta^{n}-\beta^{n+3}=-2 \beta^{n+1}<1$.
Case $2 k$ is even. Then $B=\beta^{n}-\beta^{k}+1$. If $n$ is odd, then $B<1$, $k \geq n+3$, and $B \geq 1+\beta^{n}-\beta^{n+3}=1-2 \beta^{n+1}>0$. If $n$ is even, then $0<\beta^{k} \leq \beta^{n+2}<\beta^{n}<1$, and so $1<B<2$. This completes the proof.
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