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Chapter 1

Introduction

In this chapter, we introduce some de�nitions and notations used in this thesis.
Most of them follows Clark and Holton[3] and Chartrand and Oellermann[4].

A graph G = (V (G); E(G)) consists of two �nite sets : V (G), the vertex
set of the graph which is a nonempty set of elements called vertices and E(G),
the edge set of the graph which is a possibly empty set of elements called edges

such that each edge e in E(G) is assigned an unordered pair of vertices (u; v),
called the end vertices of e. An edge that joins itself is a loop. If two (or more)
edges of G have the same end vertices then these edges are called parallel. A
graph is called simple if it has no loops and no parallel edges. Let G denote a
simple graph with a vertex set V (G) and an edge set E(G). If e = uv is an edge of
a graph G, then we say that u and v are adjacent, and we say that e and u (and
e and v) are incident with each other. The complement G of G is de�ned to be
the simple graph with the same vertex set as G and where two vertices u and v are
adjacent precisely when they are not adjacent in G. The open neighborhood

NG(v) of a vertex v consists of the set of vertices adjacent to v and the closed
neighborhood of v denoted by NG[v] is NG(v) [ fvg. Further, NH(v) denotes
either NG(v) \ V (H) if H is a subgraph of G or NG(v) \ H if H is a subset of
V (G). For simplicity, NG(v) denotes non-open neighborhood of v in G such
that if x 2 NG(v) for x 2 V (G) � fvg, then xv =2 E(G). Let v be a vertex of
the graph G, the degree d(v) of v is the number of edges of G incident with v.
In other words, it is the number of times which v is an end vertex of an edge.
For a graph G, we let �(G)=maxfd(v) : v is a vertex of Gg. Thus, �(G) is the
maximum degree of G.

LetH be a graph with vertex set V (H) and edge set E(H) and, similarly, let
G be a graph with vertex set V (G) and edge set E(G). Then H is a subgraph of
G if V (H) � V (G) and E(H) � E(G). The induced subgraph of G with vertex
set S � V (G), denoted by G[S], is the graph with the vertex set S and the edge
set of G[S] consists of all the edges of G with both end vertices in S. Two simple
graphs G1 and G2 are isomorphic if there is a one-to-one function � from V (G1)
onto V (G2) such that uv 2 E(G1) if and only if �(u)�(v) 2 E(G2). If G1 and G2

are isomorphic, then we write G1
�= G2. The function � is called an isomorphism.

If G is a graph of order n and every two distinct vertices are adjacent, we say that
G is a complete graph and is denoted by Kn. If the vertex set V (G) can be
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partitioned into two nonempty subsets X and Y (X [ Y = V (G) and X \ Y = ;)
in such a way that each edge of G has one end in X and one end in Y then G
is called bipartite. The partition V (G) = X [ Y is called a bipartition of G.
A complete bipartite graph is a simple bipartite graph G, with bipartition
V (G) = X [ Y , in which every vertex in X is joined to every vertex in Y . If X
has m vertices and Y has n vertices, such a graph is denoted by Km;n.

Let G1 and G2 be two graphs with no vertex in common. We de�ne the
join of G1 and G2, denoted by G1_G2, to be the graph with vertex set and edge set
given as follows : V (G1_G2) = V (G1)[V (G2), E(G1_G2) = E(G1)[E(G2)[J
where J = fx1x2jx1 2 V (G1) and x2 2 V (G2)g. Thus J consists of edges which
join every vertex of G1 to every vertex of G2.

A walk in a graph G is an alternating sequence of vertices and edges,
begining and ending with vertices. A walk in which no vertex is repeated, is
called a path. Let u and v be vertices in a graph G. We say that u is connected
to v if G contains a u � v path. We say that G is a connected graph if u is
connected to v for every pair u; v of vertices of G. For a pair u; v of vertices of G,
the distance dG(u; v) between u and v of G is the length of a shortest u�v path in
G if such a path exists. A diameter of G is given bymaxfdG(u; v) : u; v 2 V (G)g.

Given any vertex u of a graph G, let C(u) denote the set of all vertices in
G that are connected to u. Then the subgraph of G induced by C(u) is called
a connected component containing u. We denote the number of components
and the number of odd components of G by !(G) and !0(G), respectively. For
S � V (G), S is called a cutset if !(G�S) > !(G). If S = fvg is a cutset, then v
is also called a cut-vertex. The toughness of a graph G, denoted by tough(G),

is de�ned as minf jSj
!(G�S)

jS � V (G)g.
A set of edges in a graph G is called a matching if no two edges have

a vertex in common. A matching M in G is called a perfect matching if all
vertices of G are incident with some edge of M .

A set S � V (G) is independent if no two vertices in S are adjacent. For
S � V (G), S is a dominating set for G if every vertex of G either belongs to S
or is adjacent to a vertex of S. An independent dominating set in a graph is
a set that is both dominating and independent. The independent domination

number of G, denoted by i(G), is the minimum cardinality of an independent
dominating set. We will write S �i G if S is an independent dominating set for G.
For any v 2 V (G), an independent dominating set for G � fvg is denoted by Iv.
For simplicity, if u 2 V (G) and T � NG[u], we shall write u �i T . A graph G is
called n-i-vertex-critical graph if i(G) = n but i(G� v) < n for all v 2 V (G).
We also say that G is i-vertex-critical if G is n-i-vertex-critical for some n. The
concept of n-i-vertex-critical graphs was introduced by Ao [1] in 1994. Her results
concerning this concept are reviewed in Chapter 2.

The next two results are used in establishing our results in this thesis. They
are :

Theorem 1.1. [2](Pigoenhole's Principle)
If n+ 1 objects are put into n boxes, then at least one box contains two or

more of the objects.
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Theorem 1.2. [5](Tutte's Theorem)
A graph G has a perfect matching if and only if !o(G � S) � jSj, for all

S � V (G).

The next three chapters in this thesis provide some previous results and
our new results. More precisely, the previous results are contained in Chapter 2.
Chapter 3 and Chapter 4 contain new results where Chapter 3 provide charac-
terizations of connected 3-i-vertex-critical graphs with a minimum cutset S for
1 � jSj � 2. Properties of 3-i-vertex-critical graphs with a minimum cutset in
terms of the number of components and result concerning having a perfect match-
ing are in Chapter 4.



Chapter 2

Literature Review

In this chapter, we provide some previous studies concerning our study. As we
mention in Chapter 1 that the concept of n-i-vertex-critical graphs was introduced
by Ao [1]. In her study, she established some properties of n-i-vertex-critical
graphs. She characterized n-i-vertex-critical graphs for n = 1 and n = 2. It
is shown that 1-i-vertex-critical graphs are K1 and 2-i-vertex-critical graphs are
complete graphs K2n without a perfect matching for some positive integer n.
The following �ve results established by Ao[1] are fundamental results used in
establishing on results.

Lemma 2.1. [1] A graph G is n-i-vertex-critical if and only if for every v 2 V (G),
i(G� v) = n� 1.

Lemma 2.2. [1] If G is i-vertex-critical, then every vertex v 2 V (G) belongs to
some minimum independent dominating set.

Lemma 2.3. [1] If there exist distinct vertices u; v 2 V (G) such that NG[v] �
NG[u], then G is not i-vertex-critical.

Lemma 2.3 can be restated as : If G is i-vertex-critical, then for each
v 2 V (G), there is no v 6= v0 2 V (G) such that NG[v] � NG[v

0].

Corollary 2.4. [1] If G has a vertex v with dG(v) � 1 such that G[NG[v]] is
complete, then G is not n-i-vertex-critical.

Corollary 2.5. [1] If G is connected and n-i-vertex-critical, then the minimum
degree of G is greater than or equal to 2.

In 2013, Wang[6] provided the upper bound on the diameter of n-i-vertex-
critical graphs.

Theorem 2.6. [6] If G is a connected n-i-vertex-critical graph, then diam(G) �
2(n� 1).

4
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In this thesis, we provide characterizations of connected 3-i-vertex-critical
graphs with a cutset S for 1 � jSj � 2 and we study toughness result in 3-i-
vertex-critical graphs. These results are in Chapter 3 and Chapter 4.

Our latest search shows that there are no other results concerning n-i-
vertex-critical graphs besides results stated in Lemma 2.1 - Theorem 2.6. Hence,
our results are new.



Chapter 3

Characterizations of connected

3-i-vertex-critical graphs with

a minimum cutset of small order

In this chapter, we provide characterizations of connected 3-i-vertex-critical graphs
with a cutset S for 1 � jSj � 2. We begin our chapter with classes of connected
3-i-vertex-critical graphs.

3.1 Classes of connected 3-i-vertex-critical

graphs

In this section, we present �ve classes of connected 3-i-vertex-critical graphs.

Class H

For positive integers m and n and for G 2H , let G be a graph of
order 2m+ 2n+ 3 where V (G) = X [ Y [ fu; v; wg and jXj = 2m and jY j = 2n.
Form complete graphs on X and Y with a perfect matching deleted. Join v to
every vertex of X ; join w to every vertex of Y and �nally join u to every vertex of
X[Y . Observe that forG 2H , G is a connected 3-i-vertex-critical graph contain-
ing u as a cut-vertex. Further, !(G�u) = 2. Figure 1 illustrates our construction.

Class R

For positive integers m and n, let G be a graph of order 2m+2n+5
where V (G) = X [Y [fu; v; w; x; yg and jXj = 2m and jY j = 2n. Form complete
graphs on X and Y with a perfect matching deleted. Join w to every vertex of
X [ Y ; join u to every vertex of X [ fx; yg and �nally join v to every vertex
of Y [ fx; yg. Let G0 2 R where V (G0) = V (G) and E(G0) = E(G) [ E 0 where
E 0 � fe = x�y�jx� 2 Xand y� 2 Y g. Note that if E 0 = ;, then G0 = G. It is not
di�cult to show that G0 2 R is a connected 3-i-vertex-critical graph where fu; vg

6
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is a minimum cutset. Observe that !(G0 � fu; vg) = 3 and G0 � fu; vg contains
exactly two singleton components. Figure 2 illustrates our construction.

Figure 1: The structure of a graph in H

Figure 2: The structure of a graph in R where E 0 = ;

Note that in our diagrams, in the rest of this section, double line denotes
the join, the vertices that are adjacent to both u and v are represented by the
triangle vertices while the vertices that are adjacent to u but not v and v but not
u are represented by the cross and diamond vertices, respectively.
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Class M

For a positive integer n and non-negative integer m and for G 2M ,
let G be a graph of order 2m + 2n + 5 where V (G) = X [ Y [ fu; v; y; x1; x2g
and jXj = 2m and jY j = 2n. Let ; 6= Y1 � Y . Now join u to every vertex of
fv; x2g [X [ Y ; join v to every vertex of fx1g [X [ Y1 ; join y to every vertex
of Y and then add the edge x1x2. Further, if X 6= ;, join each vertex of X to
every vertex of fx1; x2g and then form a complete graph on X with a perfect
matching deleted. Now form a complete graph on Y with a perfect matching
F = F1[F2[F3 deleted where F1 = fy1y2 2 E(G)jy1; y2 2 NY (u)�NY (v)g, F2 =
fy1y2 2 E(G)jy1; y2 2 NY (u) \NY (v)g , F3 = fy1y2 2 E(G)jy1 2 NY (u)�NY (v)
and y2 2 NY (u) \ NY (v)g and Fi might be empty for 1 � i � 3. Note that if
Y1 = Y , then F = F2 and if Y1 6= Y , then F1 [ F3 6= ;. Observe that G 2M is a
connected 3-i-vertex-critical with a cutset fu; vg where !(G�fu; vg) = 2. Figure
3 illustrates our construction.

G 2M where Y1 = Y

G 2M where Y1 6= Y

Figure 3: The structure of a graph in M
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Class N

For non-negative integers m and ni � 1 where 1 � i � 6, let H be
a graph of order 2m +

P6
i=1 2ni + 5 where V (H) = X [

S6
i=1 Yi [ fu; v; x; y; zg,

jXj = 2m and jYij = 2ni for 1 � i � 6. Let H[Yi] = K2ni
� a perfect matching.

Further, for 4 � i � 6, let Yi = Y
0

i [ Y
00

i where H[Y
0

i ] = H[Y
00

i ] = Kni
. Join u

to every vertex of X [ Y1 [ Y3 [ Y4 [ Y 0
5 [ Y 0

6 [ fyg ; join v to every vertex of
X [ Y2 [ Y3 [ Y

00
4 [ Y5 [ Y

00
6 [ fxg ; join x; y to every vertex of X ; join z to every

vertex of Y =
S6

i=1 Yi and then add the edge xy.

Further, if X 6= ;, then form a complete graph on X with a perfect match-
ing deleted. The class N consists of Gi, G

0
i for 1 � i � 32, where Gi and G0

i are
constructed from induced subgraph of H as follows

G1 = H[fu; v; x; y; zg [ Y6]
G2 = H[fu; v; x; y; zg [ Y1 [ Y6]
G3 = H[fu; v; x; y; zg [ Y1 [ Y2]
G4 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y6]
G5 = H[fu; v; x; y; zg [ Y3 [ Y6]
G6 = H[fu; v; x; y; zg [ Y1 [ Y3 [ Y6]
G7 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y3]
G8 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y3 [ Y6]
G9 = H[fu; v; x; y; zg [ Y2 [ Y4]
G10 = H[fu; v; x; y; zg [ Y4 [ Y6]
G11 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y4]
G12 = H[fu; v; x; y; zg [ Y2 [ Y4 [ Y6]
G13 = H[fu; v; x; y; zg [ Y1 [ Y4 [ Y6]
G14 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y4 [ Y6]
G15 = H[fu; v; x; y; zg [ Y2 [ Y3 [ Y4]
G16 = H[fu; v; x; y; zg [ Y3 [ Y4 [ Y6]
G17 = H[fu; v; x; y; zg [ Y2 [ Y3 [ Y4 [ Y6]
G18 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y3 [ Y4]
G19 = H[fu; v; x; y; zg [ Y1 [ Y3 [ Y4 [ Y6]
G20 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y3 [ Y4 [ Y6]
G21 = H[fu; v; x; y; zg [ Y4 [ Y5]
G22 = H[fu; v; x; y; zg [ Y4 [ Y5 [ Y6]
G23 = H[fu; v; x; y; zg [ Y1 [ Y4 [ Y5]
G24 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y4 [ Y5]
G25 = H[fu; v; x; y; zg [ Y1 [ Y4 [ Y5 [ Y6]
G26 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y4 [ Y5 [ Y6]
G27 = H[fu; v; x; y; zg [ Y3 [ Y4 [ Y5]
G28 = H[fu; v; x; y; zg [ Y1 [ Y3 [ Y4 [ Y5]
G29 = H[fu; v; x; y; zg [ Y3 [ Y4 [ Y5 [ Y6]
G30 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y3 [ Y4 [ Y5]
G31 = H[fu; v; x; y; zg [ Y1 [ Y3 [ Y4 [ Y5 [ Y6]
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G32 = H[fu; v; x; y; zg [ Y1 [ Y2 [ Y3 [ Y4 [ Y5 [ Y6]
G0

1 = H[fu; v; x; y; zg [X [ Y6]
G0

2 = H[fu; v; x; y; zg [X [ Y1 [ Y6]
G0

3 = H[fu; v; x; y; zg [X [ Y1 [ Y2]
G0

4 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y6]
G0

5 = H[fu; v; x; y; zg [X [ Y3 [ Y6]
G0

6 = H[fu; v; x; y; zg [X [ Y1 [ Y3 [ Y6]
G0

7 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y3]
G0

8 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y3 [ Y6]
G0

9 = H[fu; v; x; y; zg [X [ Y2 [ Y4]
G0

10 = H[fu; v; x; y; zg [X [ Y4 [ Y6]
G0

11 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y4]
G0

12 = H[fu; v; x; y; zg [X [ Y2 [ Y4 [ Y6]
G0

13 = H[fu; v; x; y; zg [X [ Y1 [ Y4 [ Y6]
G0

14 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y4 [ Y6]
G0

15 = H[fu; v; x; y; zg [X [ Y2 [ Y3 [ Y4]
G0

16 = H[fu; v; x; y; zg [X [ Y3 [ Y4 [ Y6]
G0

17 = H[fu; v; x; y; zg [X [ Y2 [ Y3 [ Y4 [ Y6]
G0

18 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y3 [ Y4]
G0

19 = H[fu; v; x; y; zg [X [ Y1 [ Y3 [ Y4 [ Y6]
G0

20 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y3 [ Y4 [ Y6]
G0

21 = H[fu; v; x; y; zg [X [ Y4 [ Y5]
G0

22 = H[fu; v; x; y; zg [X [ Y4 [ Y5 [ Y6]
G0

23 = H[fu; v; x; y; zg [X [ Y1 [ Y4 [ Y5]
G0

24 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y4 [ Y5]
G0

25 = H[fu; v; x; y; zg [X [ Y1 [ Y4 [ Y5 [ Y6]
G0

26 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y4 [ Y5 [ Y6]
G0

27 = H[fu; v; x; y; zg [X [ Y3 [ Y4 [ Y5]
G0

28 = H[fu; v; x; y; zg [X [ Y1 [ Y3 [ Y4 [ Y5]
G0

29 = H[fu; v; x; y; zg [X [ Y3 [ Y4 [ Y5 [ Y6]
G0

30 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y3 [ Y4 [ Y5]
G0

31 = H[fu; v; x; y; zg [X [ Y1 [ Y3 [ Y4 [ Y5 [ Y6]
G0

32 = H[fu; v; x; y; zg [X [ Y1 [ Y2 [ Y3 [ Y4 [ Y5 [ Y6]

Observe that Gi and G0
i belonging to N are connected 3-i-vertex-critical

having fu; vg as a minimum cutset and !(G � fu; vg) = 2. Figure 4 shows the
graphs G4, G

0
4, G22 and G0

22.

Class O

For positive integers m,n and k, let G be a graph of order 2m +
2n + 2k + 3 where V (G) = X [ Y [ Z [ fu; v; zg where jXj = 2m, jY j = 2n and
jZj = 2k. Form complete graphs on X,Y and Z with a perfect matching deleted.
Join u to every vertex of X[Y ; join v to every vertex of X[Z ; and �nally join z
to every vertex of Y [Z. Let G0 2 O where V (G0) = V (G) and E(G0) = E(G)[E 0
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where E 0 � fe = yzjy 2 Y and z 2 Zg. Note that if E 0 = ;, then G0 = G. It is
easy to see that G0 2 O is a connected 3-i-vertex-critical graph having fu; vg as a
minimum cutset and !(G0 � fu; vg) = 2. Figure 5 illustrates our construction

G3 G0
3

G22

G0
22

Figure 4: Some graphs in the class N
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Figure 5: The structure of a graph in O where E 0 = ;

3.2 Characterizations of connected 3-i-vertex-

critical graphs with a minimum cutset S

where 1 � jSj � 2.

In this section we provide characterizations of connected 3-i-vertex-
critical graphs with a cutset S for jSj = 1 and jSj = 2. We begin with an easy
useful result.

Lemma 3.2.1. For a positive integer n � 2, let G be an n-i-vertex-critical graph.
Then, for each v 2 V (G), Iv \NG[v] = ;.

Proof. Suppose to the contrary that Iv \ NG[v] 6= ;. Then there is a vertex
x 2 Iv \ NG[v]. Clearly, x 6= v. Since x 2 Iv and xv 2 E(G), it follows that
Iv �i G, a contradiction since jIvj = n � 1 but i(G) = n. This proves our
lemma.

Theorem 3.2.2. Suppose G is a connected 3-i-vertex-critical graph with a cut-
vertex u. Then !(G� u) = 2 and G belongs to H de�ned in Section 3.1

Proof. Claim 1 : !(G� u) = 2.
Suppose to the contrary that !(G�u) � 3. Consider G�u. Since jIuj = 2

and !(G�u) � 3, it follows that Iu does not dominate some component of G�u,
a contradiction. Hence, !(G� u) = 2 as required. This proves our claim.

Now G � u contains exactly two components, say C1 and C2. It is easy
to see that Iu \ V (C1) 6= ; and Iu \ V (C2) 6= ;. Put Iu \ V (C1) = fvg and
Iu \ V (C2) = fwg. By Lemma 3.2.1, vu =2 E(G) and wu =2 E(G). Further,
v �i V (C1) and w �i V (C2). Since G is connected, NC1(u) 6= ; and NC2(u) 6= ;.
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Claim 2 : For each x 2 NC1(u), there exists a unique vertex y 2 NC1(u) such
that y 2 Ix and y �i V (C1)� fxg and yx =2 E(G).

Let x 2 NC1(u). Consider G � x. By Lemma 3.2.1, fv; ug \ Ix = ; since
vx; ux 2 E(G). Then Ix \ V (C1) 6= ; and Ix \ V (C2) 6= ;. Put fyg = Ix \ V (C1).
Then y �i V (C1)�fxg. Observe that NC1 [v] = V (C1) and V (C1)�fxg � NC1 [y].
If y =2 NC1(u), then NC1 [y] = V (C1) � fxg and thus NC1 [y] � NC1 [v], contra-
dicting Lemma 2.3. Thus yu 2 E(G). If there is y0 2 NC1(u) � fyg such that
Ix \ V (C1) = fy0g, then NG[y

0]=(V (C1)� fxg) [ fug=NG[y], again contradicting
Lemma 2.3. This proves our claim.

Claim 3 : NC1(u) = V (C1)� fvg.
If there is a vertex x 2 V (C1)�fvg where x =2 NC1(u), then NG[x] � NG[v].

But this contradicts Lemma 2.3. Hence, Claim 3 is proved.

The following claim follows immediately from Claims 2 and 3.

Claim 4 : G[V (C1) � fvg] �= K2m- a perfect matching for some positive integer
m.

By similar arguments as in the proof of Claims 2,3 and 4, we have following
claims.

Claim 5 : For each x 2 NC2(u), there exists a unique vertex y 2 NC2(u) such
that y 2 Ix and y �i V (C2)� fxg and yx =2 E(G).

Claim 6 : NC2(u) = V (C2)� fwg.

Claim 7 : G[V (C2)�fwg] �= K2n - a perfect matching for some positive integer n.

By Claims 3,4,6 and 7, G belongs to H as required. This completes the
proof of our theorem.

We now turn our attention to a minimum cutset S where jSj = 2.

Theorem 3.2.3. Suppose G is a connected 3-i-vertex-critical graph and S is a
minimum cutset in G with jSj = 2. Then
(1) !(G� S) � 3.
(2) If !(G� S) = 3, then there are exactly 2 singleton components in G� S and
G belongs to R, de�ned in Section 3.1.

Proof. Let S = fu; vg and let C1; :::; Ct be components of G� S.

Claim 1 : Suppose t = !(G � S) � 3. If a 2 V (Ci) for some 1 � i � t where
jV (Ci)j � 2, then a =2 NG(u) \NG(v).

Suppose to the contrary that a 2 NG(u) \NG(v). Then Ia \ fu; vg = ; by
Lemma 3.2.1. Thus, Ia �

St

i=1 V (Ci). Since jIaj = 2, t � 3 and jV (Ci)�fagj � 1,
it follows that there is a component of G � S which is not dominated by Ia, a
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contradiction. This proves our claim.

We are ready to prove (1).

(1) Suppose to the contrary that t = !(G�S) � 4. If uv 2 E(G), then v =2 Iu and
thus jIuj � 3, a contradiction. Thus uv =2 E(G). Note that u 2 Iv and v 2 Iu since
!(G�S) � 4. Consider G� u. Then v must dominate at least t� 1 components.
We may suppose without loss of generality that v �i

St

i=2 V (Ci). We next consider
G�v. Since v �i

St

i=2 V (Ci) Iv \
St

i=2 V (Ci) = ; by Lemma 3.2.1. It follows that
Iv \ V (C1) 6= ;. Then u must dominate

St

i=2 V (Ci). By Claim 1, jV (Ci)j = 1 for
2 � i � t. Let fzg = V (C2). Then Iz\fu; vg = ; and thus Iz �

St

i=1 V (Ci)�fzg.
But this is not possible since jIzj = 2 and t = !(G� S) � 4. This proves (1).

(2) We now suppose that t = !(G� S) = 3. If jV (C1)j = jV (C2)j = jV (C3)j = 1,
then i(G) � 2 since S is a minimum cutset, a contradiction. Without loss of gen-
erality, we may assume that jV (C1)j � 2. Choose z 2 NC1(u). By Claim 1, zv =2
E(G). Consider G� z. Clearly, v 2 Iz since !(G�S) = 3 and jV (C1)�fzgj � 1.
Put fz0g = Iz�fvg. We �rst suppose that z0 =2 V (C1). Without loss of generality,
assume that z0 2 V (C2). Then v �i (V (C1)�fzg)[V (C3). By Claim 1, NC1(u) =
fzg. Now consider G � v. By Lemma 3.2.1, Iv \ ((V (C1) � fzg) [ V (C3)) = ;.
Since !(G � S) = 3, u 2 Iv otherwise no vertex of Iv dominates V (C3). Then
the only vertex of Iv � fug dominates V (C1) � fzg since NC1(u) = fzg. Con-
sequently, Iv � fug = fzg. But this contradicts the fact that Iv is independent
since z 2 NC1(u). Hence, z0 2 V (C1). Thus v �i V (C2) [ V (C3). Since S is a
minimum cutset, NCi

(u) 6= ; for 1 � i � 3. It then follows, by Claim 1, that
jV (C2)j = jV (C3)j = 1.

Put fxg = V (C2) and fyg = V (C3). Since S is a minumum cutset, NG(x) =
NG(y) = fu; vg. Since !(G�S) = 3, u 2 Iv and thus uv =2 E(G). Consider G�x.
Then Ix \fu; vg = ;. Since NG(y) = fu; vg, y 2 Ix. Put fwg = Ix�fyg. Clearly,
w 2 V (C1) since fyg = V (C3). Further, w �i V (C1). If uw 2 E(G), then, by
Claim 1, vw =2 E(G) and thus fw; vg is an independent dominating set forG, a con-
tradiction. Thus uw =2 E(G). Similarly, vw =2 E(G). If there is w0 2 V (C1) such
that w0u =2 E(G) and w0v =2 E(G), then NG[w

0] � NG[w], contradicting Lemma
2.3. Hence, fwg = V (C1)� (NC1(u)[NC1(v)) or NC1(u)[NC1(v) = V (C1)�fwg.
It follows by Claim 1 that NC1(u) \NC1(v) = ;.

Claim 2 : For each a 2 NC1(u), there exists a unique vertex b 2 NC1(u) such that
b 2 Ia and b �i NC1(u)� fag.

Let a 2 NC1(u). Then au 2 E(G) and aw 2 E(G). By Claim 1,
av =2 E(G). Consider G � a. It is easy to see that v 2 Ia. Put fbg = Ia � fvg.
Clearly, b 2 V (C1) � fag. Then bv =2 E(G) and thus b 2 NC1(u). Note that
b �i NC1(u) � fag since NC1(u) \ NC1(v) = ;. If there is b0 2 NC1(u) � fbg such
that Ia = fv; b0g, then NG[b

0] � NG[b], contradicting Lemma 2.3. This proves our
claim.
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By similar arguments, we have the following claim.

Claim 3 : For each a 2 NC1(v), there exists a unique vertex b 2 NC1(v) such that
b 2 Ia and b �i NC1(v)� fag.

It follows by Claims 2 and 3 that G[NC1(u)]
�= K2m - a perfect matching

and G[NC1(v)]
�= K2n - a perfect matching for some positive integers m and n.

Therefore, G belongs to R. This completes the proof of our theorem.

Lemma 3.2.4. Let G be a connected 3-i-vertex-critical graph with a minimum
cutset S where jSj = 2 and !(G � S) = 2. Suppose S = fu; vg and G[S] = K2.
Let C1 and C2 be the components of G� S. Then

(1) There exist x1; x2 2 V (C1) and y 2 V (C2) such that NG[x1] = V (C1) [ fvg,
NG[x2] = V (C1) [ fug and NG[y] = V (C2). Further, V (C1) � fx1; x2g =
NC1(u)\NC1(v) and V (C2)�fyg = NC2(u)[NC2(v). Consequently, NC1(u) =
V (C1)� fx1g and NC1(v) = V (C1)� fx2g.

(2) If jV (C1)�fx1; x2gj � 1, then G[V (C1)�fx1; x2g] �= K2n- a perfect matching
for some positive integer n.

(3) u �i V (C2)� fyg or v �i V (C2)� fyg.

(4) G[V (C2)� fyg] �= K2m- a perfect matching for some positive integer m.

Proof. (1) ConsiderG�u. Clearly, by Lemma 3.2.1, v =2 Iu and then Iu\V (C1) 6= ;
and Iu \ V (C2) 6= ;. Put Iu \ V (C1) = fx1g and Iu \ V (C2) = fyg. Then
x1 �i V (C1), y �i V (C2) and fx1; yg � NG(u). Since Iu must dominate v, with-
out loss of generality, we may assume that x1v 2 E(G). Now consider G � v.
Clearly, Iv \ fu; x1g = ; by Lemma 3.2.1. Further, Iv \ (V (C1) � fx1g) 6= ;
and Iv \ V (C2) 6= ;. Put fx2g = Iv \ (V (C1) � fx1g) and fy1g = Iv \ V (C2).
So x2 �i V (C1) and y1 �i V (C2). Clearly, x2v; y1v =2 E(G). If x2u =2 E(G),
then NG[x2] � NG[x1], contradicting Lemma 2.3. Thus x2u 2 E(G). Hence,
NG[x1] = V (C1) [ fvg and NG[x2] = V (C1) [ fug.

We now show that V (C1)�fx1; x2g = NC1(u)\NC1(v). Clearly, NC1(u)\
NC1(v) � V (C1) � fx1; x2g. Let z 2 V (C1) � fx1; x2g. If z =2 NG(u) [ NG(v),
NG[z] � NG[x1], contradicting Lemma 2.3. Hence, z 2 NG(u) [ NG(v). Suppose
z 2 NG(u) but z =2 NG(v). Then NG[z] � NG[x2], again a contradiction. Hence,
z 2 NG(u) \ NG(v). By similar arguments, if z 2 NG(v), then z 2 NG(u) and
thus NG(u)[NG(v) = NG(u)\NG(v). Hence, V (C1)�fx1; x2g = NC1(u)\NC1(v).

Recall that fyg = Iu \ V (C2). Clearly, yv =2 E(G) otherwise fy; x2g �i G.
We next show that y1 = y. Suppose this is not the case. Then y1u 2 E(G) other-
wise NG[y1] � NG[y]. It then follows that fx1; y1g �i G, a contradiction. Hence,
y1 = y as required. Since fyg = Iu \ V (C2) and fy1g = Iv \ V (C2), it follows that
y 2 V (C2)� (NC2(u) [NC2(v)). Thus NG[y] = V (C2). By Lemma 2.3, it is easy
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to see that V (C2)� (NC2(u) [NC2(v)) = fyg. This proves (1).

We now let x1; x2 and y are vertices in (1).

(2) By (1), x1 �i V (C1) and x2 �i V (C1). Suppose V (C1) � fx1; x2g 6= ;.
Let z1 2 V (C1) � fx1; x2g. Then z1 2 NC1(u) \ NC1(v) by (1). Consider
G � z1. By Lemma 3.2.1, fx1; x2; u; vg \ Iz1 = ;. Thus Iz1 \ V (C1) 6= ; and
Iz1 \ V (C2) 6= ;. Let fz01g = Iz1 \ V (C1). Then z01 2 V (C1) � fx1; x2; z1g.
Thus z01 �i V (C1) � fz1g and fz01u; z

0
1vg � E(G). Consider G � z01. By Lem-

ma 3.2.1, Iz0
1
\ ((V (C1) � fz1g) [ fu; vg) = ; then fz1g = Iz0

1
\ V (C1). If

V (C1)�fx1; x2; z1; z
0
1g 6= ;, then, continuing in this fashion, G[V (C1)�fx1; x2g] �=

K2n - a perfect mathching for some positive integer n � 1. This proves (2).

(3) Since S is a minimum cutset and fyg = V (C2)� (NC2(u)[NC2(v)), it follows
that jNC2(u) [ NC2(v)j � 2 and thus jV (C2)j � 3. Consider G � y. By Lemma
3.2.1, Iy \ V (C2) = ;. Since jV (C2)j � 3, Iy \ S 6= ;. However, jIy \ Sj = 1 s-
ince uv 2 E(G). Therefore, u �i V (C2)�fyg or v �i V (C2)�fyg. This proves (3).

(4) By (3) suppose, without loss of generality, that u �i V (C2) � fyg. Choose
w1 2 V (C2) � fyg. Clearly, w1y 2 E(G) and w1u 2 E(G). Consider G � w1.
If v 2 Iw1

, then the only vertex of Iw1
� fvg must dominate fx2; yg. But this

is not possible since x2 2 V (C1) and y 2 V (C2). Hence, v =2 Iw1
. It follows

that Iw1
\ V (C1) 6= ; and Iw1

\ V (C2) 6= ;. Suppose fw0
1g = Iw1

\ V (C2).
Then w0

1 �i V (C2) � fw1g. It is easy to see that fw1g = Iw0

1
\ V (C2). Then

w1 �i V (C2)� fw0
1g. If V (C2)� fy; w1; w

0
1g 6= ;, then, continuing in this fashion,

G[V (C2)�fyg] �= K2m - a perfect matching for some positive integer m � 1. This
proves (4) and completes the proof of our lemma.

Theorem 3.2.5. Let G be a connected 3-i-vertex-critical graph with a minimum
cutset S where jSj = 2 and !(G � S) = 2. Suppose G[S] = K2 and C1; C2 are
components of G� S. Then G belongs to M de�ned in Section 3.1.

Proof. Let S = fu; vg where uv 2 E(G). By Lemmas 3.2.4(1) and 3.2.4(2), there
exist x1; x2 2 V (C1) and y 2 V (C2) such that NG[x1] = V (C1) [ fvg, NG[x2] =
V (C1)[fug and NG[y] = V (C2). Further, if V (C1)�fx1; x2g = NC1(u)\NC1(v) 6=
;, then G[V (C1)�fx1; x2g] �= K2n - a perfect matching for some positive integer n.
Again, by Lemmas 3.2.4(1) and 3.2.4(4), G[V (C2)�fyg] = G[NC2(u)[NC2(v)]

�=
K2m - a perfect matching for some positive integer m. Let F be such a perfect
matching inG[V (C2)�fyg]. We may now assume that u �i V (C2)�fyg by Lemma
3.2.4(3). Since S is a minimum cutset, ; 6= NC2(v) � V (C2) � fyg. Put F1 =
fzz0 2 F jz; z0 2 NC2(u)�NC2(v)g, F2 = fzz0 2 F jz; z0 2 NC2(u)\NC2(v)g and F3

= fzz0 2 F jz 2 NC2(u)�NC2(v); z
0 2 NC2(u)\NC2(v)g. Clearly, F1[F2[F3 = F .

If NC2(v) = V (C2) � fyg, then F = F2 and if NC2(v) 6= V (C2) � fyg, then
F1 [ F3 6= ;. In either case, G belongs to M . This completes the proof of our
theorem.

Lemma 3.2.6. Let G be a connected 3-i-vertex-critical graph with a minimum
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cutset S where jSj = 2. Suppose S = fu; vg is an independent set and C1 and C2

are components of G� S. If v =2 Iu, then

(1) There exist x 6= y 2 V (C1) and z 2 V (C2) such that x �i V (C1), y �i V (C1)
and z �i V (C2). Further, NC1(u) = V (C1) � fxg, NC1(v) = V (C1) � fyg,
and fzg = V (C2)� (NC2(u) [NC2(v)).

(2) NC2(v)�NC2(u) 6= ; and NC2(u)�NC2(v) 6= ;.

(3) If jV (C1) � fx; ygj � 1, then V (C1) � fx; yg is isomorphic to a K2m - a
perfect matching for some positive integer m.

(4) V (C2) � fzg is isomorphic to a K2n - a perfect matching for some positive
integer n.

Proof. Since S is independent, uv =2 E(G). Consider G � u. Since v =2 Iu, it
follows that jIu \ V (C1)j = 1 and jIu \ V (C2)j = 1. Put fxg = Iu \ V (C1) and
fzg = Iu \ V (C2).

(1) Since fxg = Iu \ V (C1) and fzg = Iu \ V (C2), it follows that xu; zu =2 E(G)
and x �i V (C1), z �i V (C2). Note that jV (C1)j � 2 otherwise v becomes a
cut-vertex. Since Iu = fx; zg and Iu �i G � u = V (C1) [ V (C2) [ fvg, we may
assume that xv 2 E(G). Consider G � x. Since x �i V (C1) and xv 2 E(G),
it follows that u 2 Ix and u �i V (C1) � fxg. So NC1(u) = V (C1) � fxg. We
next show that vz =2 E(G). Suppose to the contrary that vz 2 E(G). Consider
G � z. Then, u 2 Iz by Lemma 3.2.1 since z �i V (C2) and vz 2 E(G). Thus
u �i V (C2) � fzg. It follows that u �i (V (C1) � fxg) [ (V (C2) � fzg) and
fxv; zvg � E(G). Hence, fu; vg �i G, a contradiction. Therefore, vz =2 E(G)
and thus z 2 V (C2) � (NC2(u) [ NC2(v)). Observe that if there is a vertex
z� 2 V (C2) � (NC2(u) [ NC2(v) [ fzg), then NG[z

�] � NG[z] since z �i V (C2),
contradicting Lemma 2.3. Hence, fzg = V (C2)� (NC2(u) [NC2(v)).

We now considerG�v. If u 2 Iv, then the only vertex of Iv�fugmust domi-
nate x and z. But this is not possible since x and z belongs to di�erent components
of G�fu; vg. Thus u =2 Iv and it follows that Iv \V (C1) 6= ; and Iv \V (C2) 6= ;.
Let fyg = Iv \ V (C1) and fy�g = Iv \ V (C2). Clearly, yv; y�v =2 E(G) and
y �i V (C1) and y� �i V (C2). If y

� 6= z, then NC2 [z] � NC2 [y
�]. So y� = z. Since

y�u = zu =2 E(G), yu 2 E(G). Hence, y 6= x since ux =2 E(G). Consider G � y.
Since y �i V (C1) and yu 2 E(G), it follows that v 2 Iy and v �i V (C1) � fyg.
Hence, NC1(v) = V (C1)� fyg. This proves (1).

In what follows we now assume that x; y and z are vertices of V (G)�fu; vg
satisfying (1)

(2) It is easy to see that v 2 Iy and Iy�fvg � V (C2). Put fy
�g = Iy�fvg. Clearly,

y�v =2 E(G). Since uv =2 E(G), uy� 2 E(G). This proves that NC2(u)�NC2(v) 6=
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;. By similar arguments, NC2(v)�NC2(u) 6= ;. This proves (2)

(3) Let x1 2 V (C1)�fx; yg. Then x1 2 NC1(u)\NC1(v) by (1). Consider G�x1.
Clearly, fu; v; x; yg\Ix1 = ;. Thus Ix1\(V (C1)�fx; yg) 6= ; and Ix1\V (C2) 6= ;.
Put fx�1g = Ix1\V (C1). Then x

�
1 2 V (C1)�fx1; x; yg. So x

�
1 �i V (C1)�fx1g and

thus NG[x
�
1] = (V (C1) [ fu; vg)� fx1g. It is easy to see that fx1g = Ix�

1
\ V (C1).

Then x1 �i V (C1) � fx�1g. If V (C1) � fx; y; x1; x
�
1g 6= ;, then, continuing in this

fashion, G[V (C1) � fx; yg] �= K2m - a perfect matching for some positive integer
m � 1. This proves (3).

Recall that Ix1 \ V (C2) 6= ;. Let fy1g = Ix1 \ V (C2) where y1 �i

V (C2). If y1 6= z, then NC2 [z] � NC2 [y1]. Hence, Ix1 = fx�1; zg. Morever, if
V (C1)�fx; y; x1; x

�
1g 6= ;, for each xi 2 V (C1)�fx; y; x1; x

�
1g, Ixi = fx�i ; zg where

x�i 2 V (C1)� fx; y; x1; x
�
1; xig. By similar argument, Ix�i = fxi; zg.

(4) By (2), NC2(v) � NC2(u) 6= ; and NC2(u) � NC2(v) 6= ;. Let a 2 NC2(v) �
NC2(u). Consider G � a. If u 2 Ia, then the only vertex of Ia � fug dominates
x and z. But this is not possible since x and z belong to di�erent components.
Hence, u =2 Ia. It follows that Ia \ V (C1) 6= ; and Ia \ V (C2) 6= ;. Note that,
by (3), it is easy to see that either Ia \ V (C1) = fxg or Ia \ V (C1) = fyg.
Let Ia \ V (C2) = fa�g. Clearly, a� 6= z, aa� =2 E(G) and a� �i V (C2) � fag.
Observe that a� 2 (NC2(u)�NC2(v))[ (NC2(v)�NC2(u))[ (NC2(u)\NC2(v)). If
V (C2)�fz; a; a

�g 6= ;, then, continuing in this fashion, G[V (C2)�fzg] �= K2n - a
perfect matching for some positive integer n � 1. This proves (4) and completes
the proof of our lemma.

Theorem 3.2.7. Let G be a connected 3-i-vertex-critical graph with a minimum
cutset S where jSj = 2. Suppose S = fu; vg is an independent set and C1,C2 are
components of G� S. If v =2 Iu, then G belongs to N de�ned in Section 3.1.

Proof. By Lemma 3.2.6(1), there exist x; y 2 V (C1) and z 2 V (C2) such that
x �i V (C1), y �i V (C1) and z �i V (C2). Moreover, NC1(u) = V (C1) � fxg,
NC1(v) = V (C1) � fyg and fzg = V (C2) � (NC2(u) [ NC2(v)). By Lemma
3.2.6(3), if V (C1) � fx; yg 6= ;, then V (C1) � fx; yg is isomorphic to a complete
graph without a perfect matching. By Lemma 3.2.6(2), NC2(v) � NC2(u) 6= ;
and NC2(u) � NC2(v) 6= ;. By Lemma 3.2.6(4), V (C2) � fzg is isomorphic to a
complete graph without a perfect matching. Let F be such a perfect matching in
V (C2)� fzg. Put

Y1 = fx 2 NC2(u)�NC2(v)j there is y 2 NC2(u)�NC2(v) such that xy 2 Fg

Y2 = fx 2 NC2(v)�NC2(u)j there is y 2 NC2(v)�NC2(u) such that xy 2 Fg

Y3 = fx 2 NC2(u) \NC2(v)j there is y 2 NC2(u) \NC2(v) such that xy 2 Fg
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Y4 = Y 0
4 [ Y

00
4 where

Y 0
4 = fx 2 NC2(u)�NC2(v)j there is y 2 NC2(u)\NC2(v) such that xy 2 Fg

Y 00
4 = fx 2 NC2(u)\NC2(v)j there is y 2 NC2(u)�NC2(v) such that xy 2 Fg

Y5 = Y 0
5 [ Y

00
5 where

Y 0
5 = fx 2 NC2(v)�NC2(u)j there is y 2 NC2(u)\NC2(v) such that xy 2 Fg

Y 00
5 = fx 2 NC2(u)\NC2(v)j there is y 2 NC2(v)�NC2(u) such that xy 2 Fg

Y6 = Y 0
6 [ Y

00
6 where

Y 0
6 = fx 2 NC2(u)�NC2(v)j there is y 2 NC2(v)�NC2(u) such that xy 2 Fg

Y 00
6 = fx 2 NC2(v) � NC2(u)j there is y 2 NC2(u) � NC2(v) such that

xy 2 Fg.

Note that V (C2) � fzg =
S6

i=1 Yi and Yi \ Yj = ;, 1 � i 6= j � 6. We
distinguish two cases.

Case 1 : NC2(u) \NC2(v) = ;.
Then V (C2)�fzg = Y1[Y2[Y6. We �rst suppose that Y6 = ;. By Lemma

3.2.6(2), Y1 6= ; and Y2 6= ;. Thus G �= G3 if V (C1) � fx; yg = ; or G �= G0
3 if

V (C1)� fx; yg 6= ;. We now suppose that Y6 6= ;. Then
Then

G 2

(
fG1; G2; G4g; if V (C1)� fx; yg = ;

fG0
1; G

0
2; G

0
4g; if V (C1)� fx; yg 6= ;:

Case 2 : NC2(u) \NC2(v) 6= ;. Thus Y3 [ Y4 [ Y5 6= ;.

Subcase 2.1 : Y3 6= ; but Y4 = Y5 = ;.

Then either Y6 6= ; or Y1 6= ; and Y2 6= ;. Thus

G 2

(
fG5; G6; :::; G8g; if V (C1)� fx; yg = ;

fG0
5; G

0
6; :::; G

0
8g; if V (C1)� fx; yg 6= ;:
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Subcase 2.2 : Y4 6= ; but Y3 = Y5 = ;.

Then Y2 [ Y6 6= ; and thus

G 2

(
fG9; G10; :::; G14g; if V (C1)� fx; yg = ;

fG0
9; G

0
10; :::; G

0
14g; if V (C1)� fx; yg 6= ;:

Subcase 2.3 : Y3 6= ;, Y4 6= ; but Y5 = ;.

Then Y2 [ Y6 6= ;. Thus

G 2

(
fG15; G16; :::; G20g; if V (C1)� fx; yg = ;

fG0
15; G

0
16; :::; G

0
20g; if V (C1)� fx; yg 6= ;:

Subcase 2.4 : Y4 6= ;, Y5 6= ; but Y3 = ;.

Then

G 2

(
fG21; G22; :::; G26g; if V (C1)� fx; yg = ;

fG0
21; G

0
22; :::; G

0
26g; if V (C1)� fx; yg 6= ;:

Subcase 2.5 : Y3 6= ;, Y4 6= ; and Y5 6= ;.

Then

G 2

(
fG27; G28; :::; G32g; if V (C1)� fx; yg = ;

fG0
27; G

0
28; :::; G

0
32g; if V (C1)� fx; yg 6= ;:

Therefore, G belongs to N . This completes the proof of our theorem.

Lemma 3.2.8. Let G be a connected 3-i-vertex-critical graph with a minimum
cutset S where jSj = 2. Suppose S = fu; vg is an independent set and C1 and C2

are components of G� S. If v 2 Iu and jV (Ci)j � 2 for 1 � i � 2, then

(1) V (C1) � NG(u) \NG(v).

(2) For each a 2 V (C1), there exists unique b 2 V (C1) such that b 2 Ia and
b �i V (C1)� fag.

(3) V (C1) �= K2m - a perfect matching for some positive integer m.
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(4) There exists z 2 V (C2) such that fzg = NC2(u) \ NC2(v) and z �i V (C2)
and V (C2) = (NC2(u)�NC2(v)) [ (NC2(v)�NC2(u)) [ fzg.

Put A = NC2(u)�NC2(v), B = NC2(v)�NC2(u).

(5) For each a 2 A, there exists unique b 2 A � fag such that b 2 Ia and
b �i (A � fag) [ fzg. Consequently, G[A] �= K2n - a perfect matching for
some positive integer n.

(6) For each a 2 B, there exists unique b 2 B � fag such that b 2 Ia and
b �i (B � fag) [ fzg. Consequently, G[B] �= K2k - a perfect matching for
some positive integer k.

Proof. (1) Since v 2 Iu, v must dominate at least 1 component of G�S. Without
loss of generality, we may assume that v �i V (C1). Consider G � v. Clear-
ly, Iv \ V (C1) = ; and then u 2 Iv. So u �i V (C1). Therefore, V (C1) �
NG(u) \NG(v).

(2) Let a 2 V (C1). Since V (C1) � NG(u) \ NG(v), au 2 E(G) and av 2 E(G).
Consider G�a. By Lemma 3.2.1, Ia\fu; vg = ;. Since jV (C1)j > 1, Ia\V (C1) 6=
;. Let b 2 Ia\V (C1). Then b �i V (C1)�fag. If there is b

0 2 V (C1)�fa; bg such
that b0 2 Ia \ V (C1), then NG[b

0] = (V (C1)� fag)[ fu; vg = NG[b], contradicting
Lemma 2.3. This proves (2).

(3) follows by (2).

(4) Let x 2 V (C1). By (2), there is y 2 V (C1) such that y 2 Ix and y �i

V (C1)�fxg. Put Ix�fyg = fzg. Then, by Lemma 3.2.1 and (1), z 2 V (C2) and
z �i V (C2). Consider G � z. Since z �i V (C2), Iz \ fu; vg 6= ;. Without loss of
generality, we may assume that u 2 Iz. Clearly, uz =2 E(G). If zv 2 E(G), then
fz; ug �i G, a contradiction. So zv =2 E(G). It follows that z 2 NC2(u)\NC2(v).
If there is z0 2 (NC2(u)\NC2(v))�fzg, NC2 [z

0] � NC2 [z], a contradiction. Hence,
NC2(u) \ NC2(v) = fzg. We next show that NC2(u) \ NC2(v) = ;. Suppose
to the contrary that NC2(u) \ NC2(v) 6= ;. Let a 2 NC2(u) \ NC2(v). Then
Ia \ fu; vg = ;. It follows that Ia \ V (C1) 6= ; and Ia \ V (C2) 6= ;. Thus
the only vertex of Ia \ V (C1) must dominate V (C1), contradicting (2). Hence,
NC2(u) \ NC2(v) = ;. Since S is minimum cutset and NC2(u) \ NC2(v) = ;,
it follows that NC2(u) � NC2(v) 6= ; and NC2(v) � NC2(u) 6= ;. Therefore,
V (C2) = (NC2(u)�NC2(v)) [ (NC2(v)�NC2(u)) [ fzg.

(5) Let a 2 A. Clearly, au 2 E(G) and av =2 E(G). Consider G � a. By (3), if
v =2 Ia, jIa \ V (C1)j � 2 and thus no vertex of Ia dominates V (C2) � fag since
jIaj = 2, a contradiction. Hence, v 2 Ia. Because vz =2 E(G), Ia \ V (C2) 6= ;. In
fact, Ia \ V (C2) � NC2(u) since vu =2 E(G). Put fbg = Ia � fvg. Since Ia is inde-
pendent, b =2 NC2(v). Thus b 2 A�fag. Clearly, bz 2 E(G) and b �i A�fag. We
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next show that there exists unique b 2 A� fag such that b 2 Ia. Suppose to the
contrary that there exists b0 2 A�fa; bg such that b0 2 Ia and b

0 �i (A�fag)[fzg.
Consider G � b0. By similar arguments as above, v 2 Ib0 and Ib0 � fvg � A. It
then follows that Ib0 � fvg = fag. But then no vertex of Ib0 , dominates b, a con-
tradiction. Hence, (5) is proved.

By similar arguments as in the proof of (5), (6) follows. This completes
the proof of our lemma.

Theorem 3.2.9. Let G be a connected 3-i-vertex-critical graph with a minimum
cutset S where jSj = 2. Suppose S = fu; vg is an independent set and C1; C2 are
components of G� S. If v 2 Iu and jV (Ci)j � 2 for i 2 f1; 2g, then G belongs to
O de�ned in Section 3.1

Proof. By Lemma 3.2.8(1), V (C1) � NG(u)\NG(v). Moreover, V (C1) �= K2m - a
perfect matching for some positive integer m by Lemma 3.2.8(3). Note that m � 2
otherwise !(G � S) = 3. By Lemma 3.2.8(4), there exists z 2 V (C2) such that
fzg = NC2(u)\NC2(v), z �i V (C2) and V (C2) = (NC2(u)�NC2(v))[ (NC2(v)�
NC2(u)) [ fzg. Further, by Lemma 3.2.8(5) and 3.2.8(6), G[NC2(u) � NC2(v)]

�=
K2n- a perfect matching for some positive integer n and G[NC2(v)�NC2(u)]

�= K2k

- a perfect matching for some positive integer k Therefore, G belongs to O. This
completes the proof of our theorem.

We conclude this chapter by pointing out that if we have hypothesis as in
Theorem 3.2.9 but one of the components in G � S is singleton, then we still do
not know the structure of such graphs.



Chapter 4

Matching property and toughness

results in 3-i-vertex-critical graphs

In this chapter, we present properties of 3-i-vertex-critical graphs G with a min-
imum cutset S where �(G[S]) � 1 in terms of !(G � S). In fact, we show that
!(G � S) � jSj � 1 with some condition on jSj. We also provide a su�cient
condition for G to have a perfect matching.

4.1 Results on toughness

Theorem 4.1.1. Let G be a connected 3-i-vertex-critical with a minimum cutset
S where jSj = 3. Then !(G� S) � 3

Proof. Suppose to the contrary that !(G � S) = t � 4. Since !(G � S) � 4,
Ix \ S 6= ; for each x 2 V (G). Let S = fx1; x2; x3g.

Claim 1 : jE(S)j � 1

Suppose to the contrary that jE(S)j � 2. Without loss of generality, we
may assume that x1x2 2 E(G) and x2x3 2 E(G). Consider G�x2. Since Ix\S 6= ;
for all x 2 V (G), Ix2 \ fx1; x3g 6= ;. But this contradicts Lemma 3.2.1. Hence,
jE(S)j � 1. This settles our claim.

Claim 2 : For each x 2
St

i=1 V (Ci), there exists a vertex x0 2 S such that
xx0 =2 E(G).

Suppose to the contrary that every vertex in S is adjacent to x. It then
follows that Ix \S = ;. But this contradicts the fact that Ix \S 6= ;. This settles
our claim.

Claim 3 : For 1 � i � t, jV (Ci)j � 2

Claim 3 follows by Claim 2 and the fact that S is a minimum cutset.
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Let y1 2 NC1(x1). Consider G � y1. Without loss of generality, we may
assume that x2 2 Iy1 . So x2y1 =2 E(G). Put fy2g = Iy1 � fx2g.

Case 1 : y2 2 V (C1)

Then y1y2 =2 E(G) and y2x2 =2 E(G). So x2 �i

St

i=2 V (Ci). Since S is a
minimum cutset, NCj

(xi) 6= ; for 1 � i � 3 and 1 � j � t. Choose y3 2 NC2(x1)
and y4 2 NC3(x1). Then fy3x1; y4x1; y3x2; y4x2g � E(G). By Claim 2, y3x3 =2
E(G) and y4x3 =2 E(G). Consider G � y3. By Lemma 3.2.1, x3 2 Iy3 . Since
x3y4 =2 E(G), Iy3 \ V (C3) 6= ;. It follows that x3 �i

St

i=1 V (Ci)� (V (C3)[ fy3g).
Then all vertices in C4 is adjacent to x2 and x3. So no vertex in C4 is adjacent to
x1 by Claim 2. It follows that fx2; x3g is a cutset, contradicting the fact that S is
a minimum cutset. Hence, this case cannot occur.

Case 2 : y2 2
St

i=2 V (Ci)

Without loss of generality, we may assume that y2 2 V (C2). Then y2x2 =2
E(G). So x2 �i (V (C1) � fy1g) [

St

i=3 V (Ci). Since S is minimum cutset,
NCj

(xi) 6= ; for 1 � i � 3 and 1 � j � t. Choose y3 2 NC3(x1) and y4 2
NC4(x1). Then fy3x1; y4x1; y3x2; y4x2g � E(G). By Claim 2, y3x3 =2 E(G) and
y4x3 =2 E(G). Consider G � y3. It is easy to see that x3 2 Iy3 . Since x3 2 Iy3
and x3y4 =2 E(G), it follows that Iy3 \ V (C4) 6= ;. Let fy5g = Iy3 � fx3g. Then
y5 2 V (C4). Thus x3 �i

St

i=1 V (Ci) � (V (C4) [ fy3g). Then y1x3 2 E(G) and
y2x3 2 E(G). Consider G � y4. By Lemma 3.2.1, x3 2 Iy4 since y4x1; y4x2 2
E(G). Since x3y3 =2 E(G), Iy4 \ V (C3) 6= ;. Because x3 �i V (C3) � fy3g,
Iy4 \ V (C3) = fy3g. It then follows that x3 �i V (C4) � fy4g. It follows that
y5 = y4. We now have x3 �i

St

i=1 V (Ci) � fy3; y4g. Consider G � x3. Ob-
serve that fx1; y3g, fx1; y4g, fx2; y3g and fx2; y4g are not independent. Thus
Ix3 =2 ffx1; y3g; fx1; y4g; fx2; y3g; fx2; y4gg. Since x3 �i

St

i=1 V (Ci) � fy3; y4g,
Ix3 = fx1; x2g. Recall that x2 �i (V (C1) � fy1g) [

St

i=3 V (Ci). Then V (C3) �
fy3g � NG(x2) \ NG(x3) and V (C4) � fy4g � NG(x2) \ NG(x3). By Claim 2,
NC3(x1) = fy3g and NC4(x1) = fy4g. Choose z 2 V (C1) � fy1g. Observe that
zx2; zx3 2 E(G). Then Iz \ S = fx1g and thus the only vertex of Iz � fx1g
dominates (V (C3) [ V (C4)) � fy3; y4g. But this is not possible. Hence, this case
cannot occur.

Case 3 : y2 2 S

Then Iy1 = fx2; x3g. Clearly, y1x3 =2 E(G) and x2x3 =2 E(G). Without loss
of generality, we may assume that x1x2 2 E(G). Since S is a minimum cutset,
NCj

(xi) 6= ;, for 1 � i � 3 and 1 � j � t. Let y3 2 NC2(x1). By Claim 1, we have
x1x3 =2 E(G). Consider G� x1. It is easy to see that x3 2 Ix1 . Since y1 2 V (C1)
and y1x3 =2 E(G), Ix1 \ V (C1) 6= ;. Then x3 �i

St

i=2 V (Ci). So y3x3 2 E(G)
because y3 2 V (C2). By Claim 2, we have y3x2 =2 E(G). Consider G�y3. Clearly,
x2 2 Iy3 . Since y1 2 V (C1) and y1x2 =2 E(G), it follows that Iy3 \ V (C1) 6= ;.
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Thus x2 �i

St

i=2 V (Ci)� fy3g. Therefore, each vertex of V (C3) is adjacent to x2
and x3. By Claim 2, no vertex of V (C3) is adjacent to x1. It follows that fx2; x3g
is a cutset, contradicting the fact that S is a minimum cutset. Hence, this case
cannot occur.

Hence, !(G� S) � 3. This completes the proof of our theorem.

It is easy to see that K3;3 satis�es the hypothesis in Theorem 4.1.1. Hence,
the bound on the number of components in Theorem 4.1.1 is best possible.

Theorem 4.1.2. Let G be a connected 3-i-vertex-critical graph with a minimum
cutset S where jSj � 4 and �(G[S]) = 0. Then !(G� S) � jSj � 1.

Proof. Suppose to the contrary that !(G � S) = t � k = jSj. Since jSj � 4,
!(G� S) � 4. It follows that Ix \ S 6= ; for each x 2 V (G). Let C1; C2; :::; Ct be
components of G� S.

Claim 1 : For each x 2 V (G), jIx \ Sj = 1.

Since !(G � S) � 4, it is not di�cult to see that Ix \ S 6= ; for all
x 2 V (G). If Ix � S for some x 2 V (G) then there exists at least one vertex in S
is not dominated by Ix, since S is independent and jSj � 4. Hence, Ix 6� S and
thus jIx \ Sj = 1 as required. This settles our claim.

The next two claims follow by Claim 1, Lemma 3.2.1 and the fact that S
is a minimum cutset.

Claim 2 : For each x 2
St

i=1 V (Ci), there exists a vertex x0 2 S such that
xx0 =2 E(G).

Claim 3 : For 1 � i � t, jV (Ci)j � 2.

Claim 4 : If x 2 V (Ci) where 1 � i � t, then Ix � S � V (Ci)� fxg.

Consider G � x. By Claim 1, jIx \ Sj = 1. Put fxig = Ix \ S. Let
fx�i g = Ix � fxig. Suppose to the contrary that x�i =2 V (Ci). Then x�i 2 V (Cj)
where j 6= i. Then x�i is adjacent to every vertex of S�fxig since S is independent
and xi �i

St

l=1 V (Cl) � (V (Cj) [ fxg). Consider G � x�i . Since x
�
i is adjacent to

every vertex of S � fxig, Ix�i \ S = fxig by Claim 1 and Lemma 3.2.1. Since
xix =2 E(G) and x 2 V (Ci), it follows that Ix�i \V (Ci) 6= ;. Then Ix�i �fxig = fxg
because xi �i V (Ci) � fxg. So x is adjacent to every vertex of S � fxig and
xi �i V (Cj) � fx�i g. Now xi is adjacent to every vertex of

St

l=1 V (Cl) � fx; x�i g.
Consider G� xi. Since xi �i

St

l=1 V (Cl)� fx; x�i g, either x 2 Ixi or x
�
i 2 Ixi . By

Claim 1, Ixi \ (S�fxig) 6= ;. But this contradicts the fact that Ixi is independent
since S � fxig � NG(x) \ NG(x

�
i ). Hence, x�i 2 V (Ci) as required. This settles

our claim.
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Claim 5 : For 1 � i 6= j � t, if fxig = Iyi\S and fxjg = Iyj \S where yi 2 V (Ci)
and yj 2 V (Cj), then xi 6= xj.

Put fzig = Iyi � fxig. By Claim 4, zi 2 V (Ci). Then xi �i

St

l=1 V (Cl) �
V (Ci). Thus xiyj 2 E(G). By Lemma 3.2.1, xi 6= xj. This settles our claim.

For 1 � i � t, choose yi 2 V (Ci). It follows by Claims 1 and 5 that t = k
since jSj = k. Put S = fx1; x2; :::; xkg. We may assume without loss of generality
that Iyi \ S = fxig. Put fzig = Iyi � fxig. By Claim 4, zi 2 V (Ci) and thus
xi �i

St

l=1 V (Cl)� V (Ci). Since S is independent, zi �i S � fxig.
We now consider G � zi. By Lemma 3.2.1 and Claim 1, Izi \ S = fxig.

Observe that each vertex of V (Ci) � fyi; zig is adjacent to either xi or zi since
Iyi = fxi; zig. It then follows by Claim 4 that Izi = fxi; yig. Because Iyi and Izi
are independent, fxi; yi; zig is independent. Since S is a minimum cutset, there
exists w 2 V (Ci) � fyi; zig such that wxi 2 E(G). Consequently, w is adjacent
to every vertex of S since xi �i

Sk

l=1 V (Cl) � V (Ci) for 1 � i � k. But this
contradicts Claim 2 and completes the proof of our theorem.

Theorem 4.1.3. Let G be a connected 3-i-vertex-critical graph with a minimum
cutset S where jSj � 6 and �(G[S]) = 1. then !(G� S) � jSj � 1.

Proof. Suppose to the contrary that !(G � S) = t � jSj = k. Since jSj � 6,
!(G� S) � 6. It follows that Ix \ S 6= ; for each x 2 V (G). Let C1; C2; :::; Ct be
components of G� S.

By similar arguments as in the proof of Theorem 4.1.2, we have following
claims.

Claim 1 : For each x 2 V (G) and jSj � 6, jIx \ Sj = 1.

Claim 2 : For each x 2
St

i=1 V (Ci), there exists a vertex x0 2 S such that
xx0 =2 E(G).

Claim 3 : For 1 � i � t, jV (Ci)j � 2.

Claim 4 : If yi; yj 2
St

l=1 V (Cl) such that yi and yj are in di�erent components,
then Iyi \ S 6= Iyj \ S.

Let yi 2 V (Ci) and yj 2 V (Cj) where i 6= j. Suppose to the contrary
that Iyi \ S = Iyj \ S. Put fxg = Iyi \ S = Iyj \ S. By Lemma 3.2.1,
xyi; xyj =2 E(G). Then Iyi � fxg � V (Cj) and Iyj � fxg � V (Ci). It follows that

x �i

St

l=1 V (Cl)�fyi; yjg. We now consider G�x. Then Ix � fyi; yjg[(S�fxg).
Since jIx \ Sj = 1, by Claim 1, either yi 2 Ix or yj 2 Ix. Put fzg = Ix � fyi; yjg.
Then z 2 S � fxg and zx =2 E(G). We �rst suppose that Ix = fz; yig. Since
Iyj = fx; yig, and zx =2 E(G), it follows that zyi 2 E(G). But this contradicts
the fact that Ix is independent. Hence, Ix 6= fz; yig and thus Ix = fz; yjg. By
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similar arguments as above and the fact that Iyi = fx; yjg, zyj 2 E(G), again a
contradiction. This settles our claim.

Claim 5 : If yi 2 V (Ci) for some 1 � i � t, then Iyi � S � V (Ci)� fyig.

Consider G � yi. By Claim 1, jIyi \ Sj = 1. Put fxig = Iyi \ S. Suppose
to the contrary that Iyi �S 6� V (Ci)�fyig. Let Iyi �S = fyjg where yj 2 V (Cj)
and j 6= i. So xiyi; xiyj =2 E(G) and xi �i

St

l=1 V (Cl) � (V (Cj) [ fyig). Since
�(G[S]) = 1 and Iyi = fxi; yjg, jNS�fxig(yj)j � k � 2. Let NS�fxig(yj) = S 0.
Consider G � yj. By Claim 4, Iyj \ S 6= fxig. Suppose that Iyj \ S = fxjg.
Since Iyi = fxi; yjg �i G� yi and yjxj =2 E(G), it follows that xixj 2 E(G). Since
�(G[S]) = 1, xi is not adjacent to any vertex of S�fxi; xjg and xj is not adjacent
to any vertex of S � fxi; xjg. Hence, jS 0j = k � 2 and S 0 = S � fxi; xjg. Put
fzg = Iyj � fxjg.Then zxj =2 E(G). We distinguish four cases.

Case 1 : z = yi.

Then xj �i

St

l=1 V (Cl) � (V (Ci) [ fyjg). Since S is minimum cutset,
NCl0

(xl) 6= ; for 1 � l � k and 1 � l0 � t. Let yj0 2 NCj
(xj). Consider G � yj0 .

By Claim 4 and the fact that xi 2 Iyi , it follows that xi =2 Iyj0 . Clearly, by Lemma
3.2.1, xj =2 Iyj0 because yj0xj 2 E(G). Then Iyj0 \ S � S 0. Let Iyj0 \ S = fxj0g.
Observe that jS � fxi; xj; xj0gj = k � 3 and j!(G � S)j � jfCi; Cjgj = t � 2.
For 1 � � � t where � =2 fi; jg, let y� 2 V (C�). Clearly, jfy�j1 � � � t
and � =2 fi; jggj = t � 2. By Claim 1, jIy� \ Sj = 1. Further, by Claim 4,
Iy� \ S � S � fxi; xj; xj0g. Since t � k, t � 2 > k � 3. By Pigoenhole principle
(Theorem 1.1), there exist y�0 2 V (C�0) and y�00 2 V (C�00) where 1 � �0 6= �00 � t,
f�0;�00g \ fi; jg = ;, such that Iy

�0
\ S = Iy

�00
\ S. But this contradicts Claim 4.

This proves Case 1.

Case 2 : z 2 V (Ci)� fyig.

Since xi �i

St

l=1 V (Cl) � (V (Cj) [ fyig), zxi 2 E(G). Further, xj �iSt

l=1 V (Cl) � (V (Ci) [ fyjg) and z �i S
0. Thus, NS(z) = S � fxjg. Consider

G�z. By Lemma 3.2.1, fxjg = Iz\S. But this contradicts Claim 4 since xj 2 Iyj
and yj 2 V (Cj). This settles Case 2.

Case 3 : z 2 V (Cj)� fyjg.

Then, zyj =2 E(G). So xj �i (
St

l=1 V (Cl)) � V (Cj) and z �i S
0. Since S

is minimum cutset, NCl0
(xl) 6= ; for 1 � l � k and 1 � l0 � t. Let yj0 2 NCj

(xj).
Consider G� yj0 . By Claim 4, Iyj0 \ S � S 0. Then applying similar arguments as
in the proof of Case 1, we have a contradiction. This proves Case 3.

Case 4 : z 2 (
St

l=1 V (Cl))� (V (Ci) [ V (Cj)).
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Let z 2 V (Cn). Recall that Iyi = fxi; yjg. Since z 2 V (Cn), xiz 2 E(G)
because xi �i

St

l=1 V (Cl) � (V (Cj) [ fyig). Further, since xixj 2 E(G) and
�(G[S]) = 1, it follows that z �i S

0. Thus, z �i S � fxjg. It then follows that
Iz \ S = fxjg by Claim 1. But this contradicts Claim 4 since fxjg = Iyj \ S and
yj 2 V (Cj). This proves Case 4 and settles our claim.

It then follows from Claims 1 and 4 that t = k. For 1 � i � k, choose
yi 2 V (Ci). Put fxig = Iyi \ S for 1 � i � k. Then xi �i

St

l=1 V (Cl) � V (Ci)
by Claim 5. Since S is a minimum cutset, there exists w 2 NCi

(xi). But then
w �i S. But this contradicts Claim 2 and completes the proof of our theorem.

We now post the following conjecture.

Conjecture Let G be a connected 3-i-vertex-critical graph with a minimum cut-
set S where jSj � 4. Then !(G� S) � jSj � 1.

We conclude this section by pointing out that if G is a connected 3-i-
vertex-critical graphs, then tough(G) � 1

2
by our results in Chapter 3 and in this

section.

4.2 Results on matching

We now present a property of a 3-i-vertex-critical graph with a perfect matching.

Theorem 4.2.1. If G is a connected K1;7-free 3-i-vertex-critical graph of even
order, then G has a perfect matching.

Proof. Suppose to the contrary that G has no perfect matching. Then by Tutte's
Theorem (Theorem 1.2) and the fact that jV (G)j is even, there is a subset S �
V (G) such that !o(G � S) � jSj + 2. Among of those sets, choose So such that
!o(G�So) � jSoj+2 and So is the minimum cutset. It follows by Theorems 3.2.2,
3.2.3 and 4.1.1 that jSoj � 4. So !o(G� So) � 6. Since So is minimum cutset, for
each x 2 So, NCi

(x) 6= ;. It follows that !(G � So) � 6 because G is K1;7-free.
Thus jSoj = 4 and !o(G�So) = 6 = !(G�So). Since !(G�So) = 6 and jIxj = 2
for all x 2 V (G), we have the following claim.

Claim 1 : Ix \ So 6= ; for all x 2 V (G).

If there is a vertex x 2 So where dSo
(x) = 3, then Ix \ So = ; by Lemma

3.2.1 which contradicts Claim 1. Thus �(G[So]) � 2. If �(G[So]) = 0, then
!(G � So) � 3 by Theorem 4.1.2 which contradicts the fact that !(G � So) = 6.
Hence, 1 � �(G[So]) � 2. We now put S = fx1; x2; x3; x4g. Without loss of
generality, we may assume that x1x2 2 E(G). Consider G � x1. It is easy to see
that Ix1 \ fx3; x4g 6= ;. We distinguish two cases.
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Case 1 : jIx1 \ Soj = 1

Without loss of generality, we may assume that Ix1 \ So = fx4g. Then
Ix1 � fx4g �

St

i=1 V (Ci). Without loss of generality, we may assume that Ix1 �
fx4g � V (C1). It follows that x4 �i

S6
i=2 V (Ci). For 2 � i � 6, let yi 2 NCi

(x3).
Then yix3; yix4 2 E(G). By Claim 1 and Lemma 3.2.1, either Iyi \ So = fx1g
or Iyi \ So = fx2g since Iyi is independent. By Pigoenhole Principle (Theo-
rem 1.1), either x1 or x2 belongs to at least three independent dominating sets,
say Iyi0 ; Iyi00 and Iyi000 where fi0; i00; i000g � f2; 3; :::; 6g. Let x� 2 fx1; x2g where
x� 2 Iyi0 \ Iyi00 \ Iyi000 . Then x�yi0 ; x

�yi00 ; x
�yi000 =2 E(G). Thus the only vertex of

Iyi0 � fx�g which belongs to
S6

i=1 V (Ci) � fyi0g dominates fyi00 ; yi000g. But this is
not possible. Hence, Case 1 cannot occur.

Case 2 : jIx1 \ Soj = 2

Then Ix1 = fx3; x4g. Without loss of generality, we may assume that
x2x3 2 E(G). Consider G � x2. By Claim 1 and Lemma 3.2.1, Ix2 \ So = fx4g
and Ix2 � fx4g �

S6
i=1 V (Ci). Suppose that Ix2 � fx4g � V (C1). Thus x4 �iS6

i=2 V (Ci). Choose yi 2 NCi
(x3) for 2 � i � 6. Then yix3; yix4 2 E(G). By

Claim 1 and Lemma 3.2.1, either Iyi \ So = fx1g or Iyi \ So = fx2g. By similar
arguments as in the proof of Case 1, Case 2 cannot occor.

This completes the proof of our theorem.
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